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Project Leader's Note

It is with conflicting emotions that I respectfully submit the Final Report for
Phase I of Project 006, Automated Handling of Garments for Pressing. On one hand
we, the project team, feel pride in what we were able to technologically
accomplish in the first phase of this project, and on the other we feel the
frustration of not being able to properly complete the task.

This is further bolstered by our knowledge of what is being done elsewhere in the
world, particularly in the Pacific Rim and in the European Economic Community by
organizations such as CIRCEA, the Clothing Industry Research Centres European
Association, one of many groups forging ahead in the study of robotics and
automated garment handling. As one of the primary aims of the AAMTD program was
to aid in the further development of the American apparel industry in order to
maintain its manufacturing capability onshore for military preparedness, it is
difficult to understand how this type of research effort can be abandoned.

Military and civilian contractors must be price competitive as they deliver
quality products or they will be forced out of the marketplace. How will they
be able to effectively compete against foreign apparel manufacturers who are
investing in higher levels of manufacturing and information technology that is
being developed through government sponsored research centers and/or legalized
cartels?

I personnally hope that we do not witness with the apparel industry the debacle
that occurred in the automotive industry in recent years. We, on our side,
advocate long term development and research but require immediate commercial
results. Our foreign competitors have taken to heart the long term approach and
have ended up with a very profitable portion of the pie. The military and
civilian apparel firms are located throughout America and any additional erosion
of their numbers will have significant negative impacts on many suburban and
rural areas that have been attempting to stabilize local economies that were
subject to seasonal climatic variations because of their historical reliance on
agriculture.

The loss of this manufacturing base to overseas firms can have far-reaching
economic consequences that are beyond measurement by this research team in an
informal way. It also tends to compromise the DLA mission of assuring a
responsive manufacturing base in case of future mobilizations such as Desert
Storm.

Aaron Schorr
Project Leader

September 30, 1991

This Page Shall Not be Duplicated 1



Authors

Julianne Boyd, RPI, Graduate Student ECSE
David Breen, RPI, Engineer RDRC
Noah Brenner, FIT, Professor Textile Science
Claudio Caballero, RPI, Programmer CMPTT
Tiehua Cao, RPI, Graduate Student ECSE
Dr. Steven Derby, RPI, Professor MechE
Dr. Leo Hanifin, RPI, Director CMPTT
Dr. Donald House, Williams College, Professor CompSci
Dr. Robert Kelley, RPI, Professor ECSE
Cliff Lansil, RPI, Graduate Student MechE
Laura Mark, FIT, Bachelor Student Production Management
John Peiffer, RPI, Graduate Student MechE
Lawrence Ruff, RPI, Project Manager CMPTT
Dr. Arthur Sanderson, Professor and Chairman ECSE
Aaron Schorr, FIT, Professor Apparel Production Management
Ada Warrach, FIT, Bachelor Student Production Management

This Page Shall Not be Duplicated 2



TABLE OF CONTENTS
Project Leader's Note I
Authors 2
Table of Contents 3

Part I

List of Figures 5
List of Tables 7
1.0 Introduction 8

1.1 Mission 8
1.2 Background 8
1.3 Objective 9
1.4 Facilities, Fquipment and Materials 10
1.5 Personnel 10

2.0 First Year Accomplishments 14
2.0.1 Coordination with Other Ongoing AAMTD Projects 14
2.0.2 Evaluation of Current Knowledge 14
2.0.3 Work With Industry Review Board 15
2.0.4 Location of Work Cell 15
2.0.5 Information Transfer 15

2.1 Modelling 18
2.1.1 Introduction 18
2.1.2 Overview of the Model 19
2.1.3 Previous Work 21
2.1.4 Description of the Model 22
2.1.5 Fvaluation Method 28
2.1.6 The Role of Visualization 31
2.1.7 Discussion 37
2.1.8 Conclusion 38

2.2 Sensing 39
2.2.1 Definition of Sensing Requirements 39
2.2.2 Background 39
2.2.3 Seam Sensing 41
2.2.4 Wrinkle Sensing 42
2.2.5 Algorithms for Sensors 43

2.3 Grasping and Manipulation 57
2.3.1 Introduction 57
2.3.2 Grasping Technology in Industry and

Novel Grasping Techniques 57
2.3.3 Prototype Conceptualization and Design 58
2.3.4 Discussion of Testing and Results 69

2.4 Integration 83
2.4.1 Task Planning and High Level Control

Software Development 83
2.4.1.1 Petri Net Task Planning 83
2.4.1.2 Object-oriented Integration 93

2.4.2 Control Hardware and Software 112
2.4.3 Wrinkle Sweeping 116

2.4.3.1 Non-Contact Wrinkle Sweeping 116
2.4.3.2 Contact Wrinkle Sweeping 119

3.0 Second Year Research Plans 121
3.1 Modeling 121
3.2 Sensing 122
3.3 Grasping and Manipulation 124
3.4 Integration 127
3.5 Beta Test Site Selection and Commercialization 128

This Page Shall Not be Duplicated 3



3.5.1 The Industrial Marketing Environment 128
3.5.2 The Industrial Marketing System 128
3.5.3 Industrial Marketing Management 128
3.5.4 Target Market 128
3.5.5 The Industrial Product 129
3.5.6 Industrial Customer and Market Behavior 129
3.5.7 The Standard Industrial Classification System 129
3.5.8 Industrial Marketing Uses of the SIC System and

Related Data Sources 135
3.5.9 The Demand for Industrial Goods and Services 137
3.5.10 Demand Estimation 140
3.5.11 Channels of Distribution 140
3.5.12 Marketing Focus for Profits 140
3.5.13 The Organizational Buying Process 140
3.5.14 Marketing Implication in the Buying Process 140
3.5.15 Decision Criteria in Industrial Buying 140
3.5.16 Integrative and Adaptive Criteria 142
3.5.17 Legal Criteria 142
3.5.18 Industrial Marketing Formulation 142
3.5.19 Marketing Intelligence 142
3.5.20 The Marketing Information System 143
3.5.21 Physical Distribution 143
3.5.22 Physical Distribution Activities 143
3.5.23 Marketing Control and Evaluation 144
3.5.24 Schedules and Charts 144
3.5.25 Reports 144
3.5.26 Budgets, Sales and Cost Analysis 144

References 146
Appendix A Internal Seam Alignment Device Details 150
Appendix B External Seam Alignment Device Details 154
Appendix C Mechanical Seam Detection Mechanism Details 156
Appendix D Robotics 158

ParL 2

List of Figures 165
List of Tables 165
1.0 Introduction 166
2.0 Sensing 166

2.1 Wrinkle Detection 166
2.1.1 Curve Approximation and Analysis 166
2.1.2 Wrinkle Data Extraction 167
2.1.3 Image Resolution 171
2.1.4 Calibration 172
2.1.5 Remarks 173

2.2 Wrinkle Setting Tests 173
3.0 Integration 175

ADDENDUM (Papers Delivered/Theses Completed) 180

This Page Shall Not be Duplicated 4



List of Figures

Figure 1 Organizational Chart 13
Figure 2 Pressing Workcell 1 6
Figure 3 Mapping a Plain Weave to a Particle Grid 2 0
Figure 4 Combined Repelling and Stretching Function 2 4
Figure 5 The Bending Potential 24
Figure 6 The Trellising Potential 26
Figure 7 Particles Needed to Calculate Energy Change 27
Figure 8 Two Phase Evaluation Method 2 9
Figure 9 Intersection of Particle Path with Geometry 3 0
Figure 10 New Position Selection in SGD 3 0
Figure 11 Simulation of a Square Cloth Draping 3 3
Figure 12 Simulation of a Circular Cloth Draping 35
Figure 13 Seam Shadow Image 45
Figure 14 Filtered Seam Shadow Image 46
Figure 15 Thresholded Seam Shadow Image 4 7
Figure 16 Best-Fit Approximation to Seam Contour 48
Figure 17 Light Stripe Projected onto Empty Buck 51
Figure 18 Light Stripe Projected onto Wrinkled Garment on Buck 52
Figure 19 Curve Extracted from Light Stripe Projected onto

Empty Buck 53
Figure 20 Curve Extracted from Light Stripe Projected onto

Wrinkled Garment on Buck 53
Figure 21 Difference of Curves from Figures 19 and 20 55
Figure 22a Interpolation of Light Stripe Projected onto Empty Buck 5 5
Figure 22b Interpolation of Light Stripe Projected onto Wrinkled

Garment on Buck 55
Figure 22c Interpolation of Figure 21's Difference Image 55
Figure 23 Model of Wrinkled Garment on Buck 5 6
Figure 24 Internal Seam Alignment Device 6 2
Figure 25 Relative Sliding of Adjacent Plies 6 2
Figure 26 External Seam Alignment Device Concept 6 3
Figure 27 Mechanical Seam Detection Mechanism 6 5
Figure 28 Seam Approaching Selvage Catch 6 5
Figure 29 Seam Folded Back by Selvage Catch 6 6
Figure 30 Switch Activated at Seam Location 6 6
Figure 31 Transfer Gripper 67
Figure 32 Left Hand of Transfer Gripper 6 7
Figure 33 Right Hand of Transfer Gripper 6 8
Figure 34 A Rigid Material on Vertical Rollers 7 1
Figure 35 A Flexible Material on Vertical Rollers 7 1
Figure 36 Flexible Material Walking Phenomena 71
Figure 37 Grasping the Trouser Leg at the Seam Alignment Station 7 9
Figure 38 Trousers Beginning the Transfer Process 7 9
Figure 39 Trousers Approaching Press 8 0
Figure 40 Trousers Laid on Press Buck 8 0
Figure 41 Trousers on Buck with Tensioning Bar Engaged 8 1
Figure 42 Trousers on Buck with the Right Hand Gripper Removed 8 1
Figure 43 Typical Cotton Trousers Lay-up 8 2
Figure 44 Automated Garment Handling System States 8 4
Figure 45 AND-OR Net State Diagram 85
Figure 46 The Petri Net Representation for Garment Handling Sys. 8 6

This Page Shall Not be Duplicated 5



Figure 47 Hardware Configuration for Automated Garment
Handling System 95

Figure 48 High-Level Command Flow from USER to SYSTEM 1 00
Figure 49 Software Architecture for Automated Garment Handling

System 103
Figure 50 Object-Oriented Environment for the Garment Handling

System 104
Figure 51 Transition Table 107
Figure 52 Hierarchical Structure of Objects and Their

Communications 1 08
Figure 53 Side and Top Views of Non-Contact Wrinkle Sweeper

and Detector 1 17
Figure 54 Contact Wrinkle Sweeper 1 20
Figure 55 Grasping and Manipulation Sequence 1 25
Figure 56 Channels of Distribution 139

This Page Shall Not be Duplicated 6



List of Tables

Table 1 Functional Analysis Worksheet 5 9
Table 2 Functional Analysis Worksheet 6 0
Table 3 Fabric and Garment Specifications 7 0
Table 4 Fabric Specifications for the Mechanical Seam

Detection Experiments 73
Table 5 Results of Internal Seam Alignment Device

Accuracy Tests 74
Table 6 Results of Internal Seam Alignment Device

Repeatability Tests 75
Table 7 Results of Internal Seam Alignment Device Walking

Tests 76
Table 8 Results of Mechanical Seam Detection Mechanism Tests 76
Table 9 Average Se-'n Movement During Trousers Transfer 7 7
Table 10 Employment and Number of Establishments in the

Apparel Industry, 1984 130
Table 11 Industry Statistics by Employment Size, 1987 1 32
Table 12 Gross Book Value of Depreciable Assets, etc., 1987 1 33
Table 13 U.S. Apparel Production in Selected Garment Lines 1 34
Table 14 Industry Statistics for Selected States: 1987 & 1982 136

This Page Shall Not be Duplicated 7



1.0 INTRODUCTION

1 .1 MISSION - One of the greatest impediments to significant improvements in apparel
manufacture is the absence of reliable devices for manipulating garment parts and assemblies
into and around the sewing and pressing equipment. Many attempts have been made to solve this
problem with very limited and narrow success.

In January, 1990, a team of researchers began a project funded by the Defense Logistics Agency
aimed at automating garment handling for the pressing operation. The rationale for this
research is straightforward. While many process steps in garment making have derived
considerable advantage from the automated movement of material during the process, and many
"unit handling" systems have automated the movement of material between processes, little has
been achieved in the automated loading and unloading of the various garment making process
operations.

The pressing operation was chosen for reasons relating to effective manufacturing and
technological challenge. With regard to garment manufacturing, pressing is a taxing task
performed in an inhospitable and potentially dangerous environment. Pressing has been an area
reserved for workers unable to sew. Pressing has traditionally attracted males, with higher
pay used to compensate for poor working conditions. The labor pool has been shrinking in
recent years, and with new curbs on immigration it is expected that this will amplify the
problem. In addition, press operators, upon gaining seniority, often "bump up" onto other more
attractive jobs. This constant rotation of new press operators creates both quality and rate
problems, and in certain labor areas, difficulty in even securing the necessary labor. It would
therefore be desirable to remove human operators from this operation. Secondly, because of the
challenges of seam matching and flattening multiple plies, this has remained a labor intensive
operation which demands skillful operators. It therefore would provide an important cost
advantage to reduce the labor content in this operation.

These challenges to the human operator also provide significant technological challenges fo
automation, warranting a substantial research program. In particular, the issues of handling
and modeling of "floppy" materials have never been fully solved. To perceive garment
conditions (such as seam location and wrinkles), predictively model the behavior of fabric, and
grasp/manipulate fabric are indeed challenging to the researcher and practitioner alike. In
fact, if the problems for this task are solved, the results will be applicable to a broad array of
operations in garment making and other industries, especially composites manufacturing.
Finally, it is well known that foreign research organizations have begun to address these issues.
(That research is being performed in the closed environment of funded industrial consortia,
making the results inaccessible by American manufacturers.) If we are to compete effectively
in an international marketplace, we must rise to this technical challenge.

1 .2 BACKGROUND - Fabric, although usually thought of as a simple, old-fashioned
manufacturing material, has some unique characteristics which make it extremely difficult to
handle. While application of robotics in the hard goods industries has been highly refined, it has
hardly started in garment assembly. (For additional information on robotics and robots in the
apparel industry see Appendix D) The engineering community has shied away from attacking
the problem as no one seems to be able to define fabric in engineering terms. "Hand", "drape", "
stretchy" . . . typical fabric and garment terminology . . . are not sufficiently precise for
scientific analysis and engineering solutions to the problem. Fabric is a material which has few
predictable dimensions and very ill-defined characteristics.
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Very little has been done until the past three or four years to improve the pressing technology.
Most advances have been in the steam heat timing controls, principally in adapting
microprocessor techniques for this purpose. Also, some work has been done to speed up the
operation by the use of automatic carousels where one garment can be pressed while another is
being loaded. Still, the main part of the labor content remains, i.e., the loading of the garment
on a buck and the shaping and smoothing.

If apparel manufacturing systems technology is to be improved from start to finish (and great
strides have already been made in the design, cutting, and sewing), the pressing technology must
be moved forward to true automation. This can only be done by scientific examination of the
impediments to this automation and the development or technology to overcome those
impediments. This project is establishing a knowledge base from which practical, truly
automated pressing systems can be designed and manufactured.

The Fashion Institute of Technology (F.I.T.), acting as the prime contractor, and Rensselaer
Polytechnic Institute, its research subcontractor, are well-suited to perform this project.
F.I.T.'s broad knowledge and experience in designing and manufacturing requirements for all
clothing types provides the qualitative and quantitative information necessary to specify, plan,
execute and evaluate the various tasks to be accomplished. Its Advanced Apparel Manufacturing
Technology Demonstration (AAMTD) will be a valuable forum for demonstrating results. F.I.T.
provides not only the knowledge of the garments and fabrics, but also the bridge between the
high technology world and that of the fashion industry. This is due, in part, to the extensive mix
of staff in such disciplines as textiles, garments, factory, and equipment engineering.

The Center for Manufacturing Productivity and Technology Transfer (CMP) at the Rensselaer
Polytechnic Institute in Troy, NY is the leader in the field of advanced manufacturing technology
required to develop mechanisms, software and controls to demonstrate robotic pressing
possibilities. Rensselaer has an Intelligent Control Laboratory, a Mechanical Robot Laboratory,
an Automated Assembly Laboratory and a Design Research Center, all of which will be
particularly appropriate for the modeling, systems design and simulation, and mechanism
design, and controls/sensing systems development needed to accomplish this project. Further,
Rensselaer has been designated as a Center for Advanced Technology by the State of New York
Science and Technology Foundation and has 90 faculty and students involved in new research
projects dealing in automation and robotics. In addition, the CMP has recently established, as a
result of the designation from the Department of Commerce (National Institute of Standards and
Technology), the Northeast Manufacturing Technology Center (NEMTC). New York State has a
network of Industrial Innovation Extension Agents through whom NEMTC is disseminating
manufacturing technology to small- and medium-sized manufacturing companies. This center
has, as its goal, the transformation of manufacturing research results into hardware/software
systems specifically suited for small and medium sized companies. . . their initiation in such
companies.. . and their commercialization.

1 .3 OBJECTIVE - The overall objective of this project is to acquire (by creation or
discovery) the knowledge necessary for a totally automated pressing system which loads a
complete garment or sub-assembly on a form, smooths it for pressing and unloads the press.
This will be achieved in three year-long phases:

Year 1. Development of enabling knowledge and subsystems for modeling,
sensing, grasping and manipulation, and control, with integration
architecture.

Year 2. Creation of a working prototype which integrates the subsystems,
and proof-of-concept at the alpha (research) site.

Year 3. Commercialization through beta site implementation in partnership
with equipment vendors.
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1.4 FACILITIES, EQUIPMENT AND MATERIALS - Rensselaer Polytechnic Institute's
Center for Manufacturing Productivity and Technology Transfer is housed in the $65M facility
called the "Center for Industrial Innovation". This facility also houses the robotics laboratories
of the Electrical, Computer,and Systems Engineering and Mechanical Engineering Departments,
the Rensselaer Design Research Center, the New York State Center for Advanced Technology in
Automation and Robotics, and the Northeast Manufacturing Technology Center. Together, these
organizations have seven laboratories which focus on robotics and robotic sensing, control,
mechanisms and modeling. These laboratories have a broad array of robotic equipment, end-
effectors, sensory systems and control for computers necessary for the completion of this
effort.

Some of the development of the vision sensing and the associated algorithms have been performed
in the Machine Vision and Sensing Laboratory and the Intelligent Robotics Laboratory. These
laboratories are interconnected via a local ethernet network. This integrated research facility
consists of eight Sun workstations, several VME-bus 68020 micro-processors, a real-time
Datacube vision processor and an AIS-3500 vision processor with color vision capability. The
microprocessors are dedicated to robot control and sensor interfacing functions. There is a
MATROX-based vision system which resides in its own Sun workstation with a TAAC board and
hard disk drive. All software has been written in a high-level language to ensure portability.

F.I.T. has supplied all fabric samples, garment parts, and finished garments needed for the
project.

1 .5 PERSONNEL - The research team consists of personnel from the Fashion Institute of
Technology and Rensselaer Polytechnic Institute (RPI). The principal investigators of the
contractor have broad knowledge and accomplishments in apparel and textile research and
development. They are as follows:

Aaron Schorr - professor of apparel production management, Fashion Institute of
Technology, has had a varied career in the apparel field since 1973 as an industrial
engineer, consultant, and product and marketing manager for a pressing equipment
supplier. He has assisted in developing sewing and cutting room training and procedures
manuals, and has been involved with garment costing, equipment layouts, and work
methods analysis. He holds an A.A.S. degree from Fashion Institute of Technology and
B.B.A. and M.B.A. degrees from University of Arkansas.

Noah Brenner - professor of textile science at the Fashion Institute of Technology. He
is a graduate of Philadelphia Textile Institute and the University of Chicago. He has spent
more than 35 years in the textile and apparel industries with primary experience at the
interface between the two industries in both government and private sectors. He has
been involved with apparel plant management and textile fiber product management,
market planning and development, quality control, and technical marketing. In the
fabric area his management experience has included responsibility for new product and
market development, and strategic planning for apparel, industrial and home
furnishings fabrics. Since 1985 he has been active as an independent consultant to the
textile and apparel industries.

These investigators have been complemented by four student assistants with pressing training to
assist in demonstrations and knowledge transfer of existing pressing technology.
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The subcontractor (RPI) research group is comprised of thirteen technical contributors. The
subcontractor's principal investigators includes four faculty members and three research staff
members. These individuals are uniquely qualified to address the inter-disciplinary research
challenges presented by this problem. They are as follows:

Dr. Leo E. Hanifin - Dr. Hanifin is Director of Rensselaer's Center for Manufacturing
Productivity and Technology Transfer. He holds a bachelor's degree in mechanical
engineering, a master's degree in solid mechanics, and a doctor of engineering degree
(thesis on modeling of manufacturing systems), all from the University of Detroit.
Before coming to Rensselaer, he worked in the automotive, aerospace, and computer
industries. His responsibilities included development of major ($80M) manufacturing
systems and management on the production floor.

Prof. Arthur Sanderson - Dr. Sanderson is Department Head of tho Department of
Electrical, Computer and Systems Engineering. He holds a bachelor's degree from Brown
University and master's and Ph.D. degrees from Carnegie-Mellon University. His
current research interests include planning systems for robots and automations
systems, sensor-based control, computer vision, and applications of knowledge-based
systems. He is President of IEEE's Council on Robotics and Automation. He was a founder
and Associate Director of the Robotics Institute at Carnegie-Mellon University.

Prof. Robert Kelley - Dr. Kelley's research interests include robotics and computer
vision. He is a professor in the Electrical, Computer, and Systems Engineering
Department at Rensselaer. He earned a bachelor's degree from Newark College of
Engineering, a master's degree from the University of Southern California, and a Ph.D.
from the University of California at Los Angeles. He was previously Director of the
Robotic's Research Center at the University of Rhode Island.

Prof. Stephen Derby - Dr. Derby holds bachelor's, master's, and Ph.D. degrees in
mechanical engineering from Rensselaer Polytechnic Institute. He has conducted
research in the areas of robotics, computer graphics simulation, robotic autoloaders,
and robotic die finishing. He created the GRASP robot simulation program, and has
taught courses in robotics, mechanisms, kinematic synthesis, and computer graphics.

Lawrence Ruff, Project Manager, CMPTT - Mr. Ruff holds bachelor's and
master's degrees in mechanical engineering from Rensselaer Polytechnic Institute. He
has worked in the areas of machine tool design, robot system integration, and assembly
and packaging equipment design. He has many years of manufacturing experience in all
areas of metal cutting.

David Breen, Research Engineer, RDRC - David E. Breen is a research engineer
at the Rensselaer Design Research Center (formerly the Center for Interactive Computer
Graphics). He has been on the full-time staff of the RDRC since1985. From August
1987 to July 1988 he was a visiting research engineer at Zentrum fuer Graphische
Datenverarbeitung in Darmstadt, Germany. His research interests include particle-
based modeling, dynamic simulation, computer animation, geometric modeling and
object-oriented programming. He is a member of ACM SIGGRAPH, and the IEEE
Computer Society. Breen received his BA in Physics from Colgate University in 1982.
He received his MS in Electrical, Computer and Systems Engineering (ECSE) from
Rensselaer Polytechnic Institute in 1985 and is currently pursuing his PhD in ECSE at
RPI.

Prof. Donald H. House, Visiting Faculty Member - Dr. House is an Assistant
Professor of Computer Science at Williams College. He also maintains an office at
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Rensselaer's Design Research Center where he conducts research in simulation and
computer animaiion. He holds a master's degree in electrical engineering from
Rensselaer and a Ph.D. in computer and information science from the University of
Massachusetts.

These researchers are complemented by four graduate students, each working between fifty and
sixty-six percent of their time on this research effort and two programmers. The program's
personnel are organized according to the following organizational chart, figure 1.
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2.0 FIRST YEAR ACCOMPLISHMENTS

The first year of this project has focused on defining, devo!oping, and demonstrating the
technologies required to automatically perform the finish pressing operation on trouser legs.
The technologies used to implement the required functions have followed the descriptions in the
year 1 proposal. Brainstorming sessions were used to refine the ideas presented in the year 1
proposal and to also incorporate useful technologies learned during a series of university and
industry site isits. These sessions defined the primary technologies and devices to be
investigated along with secondary ideas to be investigated in parallel. A System Functional
Requirements Statement has evolved over the first year of the project and is used to define the
system operating parameters and specifications. The functions of seam alignment, trouser
transfer and press loading, wrinkle detection and correction, and press unloading are being
performed sequentially. The workcell is shown in figure 2.

2.0.1 Coordination with Other Ongoino AAMTD Projects

During the course of the first phase of this project, researchers from F.I.T. and R.P.I. contacted
various organizations and other DLA sponsored research facilities to:

1. Develop a knowledge of current research.
2. Establish contacts in relevant areas for future work.
3. Keep other projects informed of the progress being made during this first phase.

We participated in AAMTD group meetings with other researchers and DLA personnel.

2.0.2 Evaluation of Current Knowledae

To avoid duplication of effort the researchers spent the first part of the project meeting with a
variety of experts in the industry to establish the state-of-the-art in this technology. This
included visits to:

1. Joseph J. Pietrafesa Co. to observe production
of trousers and pressing in real time.

2. F.I.T. AAMTD demonstration site by RPI researchers to look at material
transfer and feeding mechanisms on advanced apparel equipment and to learn how to
press a pair of trousers.

3. TC2 in Raleigh, N.C. for robotics and observation of material transfer and feeding
mechanisms.

4. Computer Design Inc. for garment modeling.
5. Draper Labs for garment handling.
6. Jet Sew for the Clupicker and material feeding.
7. DPSC manufacturing facility in Philadelphia to observe military trouser

production.
8. The Bobbin Show to meet with equipment vendors.
9. JIAM '90 to observe the latest in technology.
1 0. Clemson Apparel Research to compare notes on technology and material

handling.
11. R.P.I. research facilities by F.I.T. researchers for working sessions, and

arranged a demonstration for all of the researchers by Mr. ',;-;,1 Grcga 0,
pressing consultant, on the proper methods of pressing trousers and
quality.
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2.0.3 Work With Industry Review Board

It was initiaiiy felt that we would establish an Industry Review Board (IRB), but during the
course of the first phase it was determined that industrial partners would be more valuable to
the success of the project. There are patent questions that make an IRB potentially unwieldy. As
a result we have established partnership relationships with Hoffman/New Yorker Pressing
Machinery Company, and General Motors Fanuc. This revision was approved by DLA.

Both companies occupy a position of leadership in their respective fields with GMF the largest
manufacturer of robots in the country, and Hoffman/New Yorker the largest manufacturer of
piessing equipment in the country. As such, they offer effective resources for equipment and
software, guidance in their fields, and commercializaiton of results. GMF is providing to the
effort an S-700 Robot with the advanced KAREL control system and vision system.
Hoffman/New Yorker is providing both equipment and technical manufacturing support. The
equipment is primarily a Hoffman Universal Press Model #UAL135 pressing system. In
addition, Hoffman has agreed to provide design and manufacturing support services to modify
and/or extend their system.

It is anticipated that the industrial partnerships will continue through the next two phases of
the project and may include other firms. Inclusion of other firms will depend on additional
tpe.hnical ovnprtise that they might be able to offer the project to advance the technology in a
positive direction.

2.0.4 Location of Work Cell

During the first phase of this project the work cell has been established at R.P.I. Phase 1 of
this project involves the initial development of the various possible components of the system.
The work cell therefore needed to be located at R.P.I..

2.0.5 Information Transfer

The R.P.I. team met weekly during Phase I. There was irregular participation at these meetings
by F.I.T. personnel. There were additional meetings at F.I.T., R.P.I., and other locations
previously discussed as needed. Formal quarterly reviews were held and presentations were
made at F.I.T. monthly project meetings, and the Annual Contract Briefing. One of the areas of
original research we have identified-garment modeling-may have other possible uses at F.I.T..
During the early part of Phase II we will be attempting to run the software developed at R.P.I. on
computers at F.I.T.. If compatible then we plan to hold a seminar for interested instructors and
students during Phase II of this project to investigate other possible applications for this
modeling technique. It has been determined that due to the sensitivity of the material currently
under investigation, that public dissemination of the results will be withheld at the present
time. Information will be considered classified at this time and will be distributed according to
the guidelines established under the contract DLA900-87-D-0016.
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2.1 MODELING

2.1.1 Int[oducion

The modeling group has the responsibility for developing a working model of the mechanical
behavior of cloth. When this model is fully developed it will be able to be used in designing
manipulators for handling cloth, and could ultimately be used in conjunction with sensing data
as part of a real-time control system for the planning of such complex procedures as smoothing
of cloth.

During the first year of the project, work in modeling took a two-pronged approach,
simultaneously laying the theoretical foundations, and developing tools and working models. On
the theoretical side we spent some time developing a level of expertise on the nature of woven
fabric and understanding previous models of cloth. Some of the special problems with cloth
modeling were recognized right from the start, so we devoted a good deal of effort to laying
theoretical foundations and developing working methods for a new modeling methodology that we
call "particle-based modeling". Our tool-building effort focused on extending Rensselaer's
computer visualization environment, to make it into a suitable computer-based testbed for
experimentation with and visualization of the evolving cloth model. As tool building and
theoretical investigation progressed, we began constructing a preliminary model and testing it.
This work consumed much of the middle part of the year, and provided experience that we
applied to further refining the tools, theory, and ultimately the model.

A final goal for this year's modeling work was the production of a computer animated film
showing a cloth being draped over a surface. The purpose of the film was to push all of our
technology to its limits, providing at once a demonstration of the capabilities of the computer
testbed environment for visualization and experimentation, and a realistic test case for
evaluation of the model. In tact we found computer animation to be extremely important to the
progress of our work. It provided excellent feedback on the quality of the model, helping us to
uncover several important shortcomings which we have been able to correct. Thus, instead of
producing one animation, we have produced several of varying degrees of quality along with a
series of still pictures that surpass the animated film in level of detail and image quality.

The following section summarizes the results of this years modeling efforts. It provides a fairly
complete description of the model as it stands to date, and projects work that still needs to be
done to perfect it. This report does not precisely follow the effort as outlined in the project
Gantt Chart, but the following cross-reference should make the connections fairly clear.
Introductory material including the overview of the model and the survey of previous models
summarizes the work on Theoretical Foundations and Fabric Properties Studies, although the
description of tne model also includes much that was discovered during these phases of the work.
The section on evaluation of the model also describes methods that were developed as part of the
Theoretical Foundations work. The description of the model focuses mainly on the particle-
based nature of the model and describes in detail the Fabric Particle Interactions that were
incorporated into the model. Finally, the section on visualization describes the use of the
Computer-based Testbed.
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2.1.2 Overview of the Model

In order for modeling and visualization to become standard engineering design tools it must
become possible to treat the full range of materials commonly encountered in construction,
manufacturing, and fabrication. The materials that have been successfully handled so far
exhibit a mechanical behavior that, over a wide range of stresses and strains, is adequately
characterized by a nearly-linear continuum representation. Such "engineering materials" as
steel, glass, and many plastics fit this criterion. Their behavior can be simulated very
successfully using finite-element or finite-difference methods, and a variety of readily
available visualization tools can be used to view results of these simulations. Unfortunately,
many other commonly used materials do not admit to this form of analysis, and thus lie outside
of the range of current design automation technology. Such materials include plastic foams,
certain composites, and process materials that undergo phase changes. One of the most
commonly used materials that has evaded precise engineering analysis is woven fabric. Perhaps
it is because of the lack of a good engineering model of cloth that most of the design work for
materials-handling in the garment manufacturing industry has been largely a "seat-of-the-
trousers" art.

Over the past year we have been developing a model of woven fabric that ultimately is to be
capable of predicting the dynamic draping behavior of woven cloth. Our project goal can be
summarized by a question. Given a piece of fabric and a geometric environment with which it
interacts, how will the fabric fall on the geometry, and what will its final equilibrium
configuration be? Besides this immediate pragmatic goal, we were also intrigued by the
potential for developing a physically-based model of cloth useful for computer graphics and
animation. This technology would have possible application in apparel design, where currently
available Computer Aided Design (CAD) tools allow the designer to work only in two-
dimensions.

Our model of cloth is based on the fundamental idea that the macroscopic behavior of complex
materials arises out of the interactions between its microscopic structures. In some materials
it is sufficient to statistically aggregate these microscopic interactions and then to treat the
aggregate as a continuum that can be described by partial differential equations. In the case of
cloth, however, the microstructure consists of threads and yarns interlaced in a particular
weave pattern. Much of cloths unique character comes from this underlying structure, with its
various highly nonlinear geometric constraints, frictional interactions, and anisotropy.
Therefore, modeling the basic structure of threads and their interactions is essential to
simulating cloth's true macroscopic behavior Modeling the full detail of the underlying micro-
structure of woven fabric is clearly beyord r-rrent computational capacities, but there is an
intermediate position that can capture the mos; important interactions.

A piece of woven cloth consists of two sets of paralel threads, called the warp and the weft,
running perpeidicularly to each other. If as the weft threads travel through the weave, they
alternately cross over, then under the warp threads as diagrammed in figure 3a, they form a
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Figure 3 Mapping a Plain Weave to a Particle Grid
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plain weave. Many of the important interactions that determine the behavior of plain woven
fabric occur at the point where the warp and weft threads cross. For example, usually the
tension is so great at the thread crossing points that the threads are effectively pinned together
providing an axis around which bending can occur in the plane of the cloth. The pinned thread
crossings also hold the threads in place when they are pulled along the direction of the thread.

Given that thread crossings play such an important role in influencing the local behavior of
cloth, our model treats the thread crossings as the fundamental modeling unit. We call each such
unit a "particle", and it is at the level of these particles that we maintain constraints, in the
form of potential energy functions, about the relationships between the threads. Figure 3b
shows the topologically two-dimensional particle network we use to represent a plain weave in
our model. The thread-relationship constraints maintained in the particle grid account for four
basic mechanical interactions occurring in cloth at the thread level. They are thread collision,
thread stretching, thread bending, and thread trellising, with trellising being in-plane bending
of a thread around a crossing point. If these simple interactions are properly accounted for in
the grid, local interactions acting on the microscopic level aggregate to produce a macroscopic
behavior that is convincingly close to cloth.

Simulations of draping cloth from our particle grid are obtained using a two step process. At
each discrete time step in a simulation, we first remove the inter-particle constraints and the
particles are allowed to free-fall. Collisions with and inelastic reflections from solid models
are calculated at this point. After this, the inter-particle constraints and relationships are
reenforced by applying an energy minimization process to the inter-particle energy functions.
This pulls the particle grid together and produces the complex buckling and folding that is
characteristic of draped fabric.

2.1.3 Previous Work

The initial pioneering work in fabric modeling was conducted by Peirce over 50 years ago [26].
He developed and analyzed a basic modeling cell of fabric geometry. The modeling cell detailed the
geometric relationships between threads at a thread crossing. The model consists of two thread
cross-sections constrained by a third thread segment running perpendicularly to the cross-
sections. Using simplifying assumptions, Peirce derived a set of equations that define the
relationships between the geometric parameters of the modeling cell. Over the years the Peirce
model has been extended and enhanced [25][20]. Graphical methods for evaluating the equations
defining the parameters have also been developed [14].

Another significant area of research in fabric modeling has been to apply the theory of
elasticity, continuum mechanics and finite element techniques to modeling the mechanical
properties of cloth [4][5][19][21][23][27][281. This research has modeled threads as elastic
rods and fabrics as continuous plates and shells. These approaches have produced limited
successes. They have been used to predict in-plane deformation of fabric and the associated
stress-strain relationships. Recent work has begun to look at buckling out of the plane. This
approach unfortunately has severe limitations. Firstly, applying conventional analysis
techniques to in-plane deformations is of little practical value since cloth quickly buckles out of
the plane when stressed. Methods for keeping cloth in a plane during measurement and analysis
simply produce mechanical data for cloth in an unnatural state with questionable value.
Secondly, by assuming that fabrics are continuous sheets of material, these methods ignore the
very basic fact that fabric is a complex mechanism. They are limited in that they usually
assume and are only applicable for small deformations and linear behavior and have difficulty in
capturing the inherent anisotropy of woven fabrics.
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Another approach to modeling the behavior of cloth involves describing and minimizing the
strain energy defined for basic modeling cells [1][7][8][91[15][22][29]. In this approach
energy functions are based on the structure and deformation of a single modeling cell. One or
more partial differential equations are derived and must be minimized in an iterative fashion.
The approach is promising, but in most cases energy methods have been used only to calculate a
few of the conventional mechanical parameters of woven cloth and some of the geometric
parameters of just the modeling cell.

A survey of the textile research literature shows that most of the fabric modeling work of the
textile community, with a few exceptions [11][22], have focused on relating the behavior of
materials to traditional mechanical parameters, such as Young's modulus and Poisson's ratio.
The work predominantly calculates stress-strain curves, load-extension relationships, the
relationship between geometric parameters, and the dependence of bending moment on
curvature. Very little of the work has actually used this mechanical information to predict the
overa!l shape of a piece of fabric due to draping and buckling.

Surprisingly, it is mainly in the the computer graphics community where the problem of
simulating the complex shapes and deformations of fabric in three dimensions has been tackled.
Weil defined a geometrical approach that approximates the folds in a constrained piece of square
cloth [31]. Terzopoulos and Fleischer, and Aono have developed constitutive equations for cloth
and have applied finite element methods to create 3-D cloth-like structures that bend, fold,
wrinkle, interact with solid geometry, and even tear [30][2]. Haumann and Parent present a
method similar to ours in their Behavioral Test-Bed [13]. They define simple behavioral actors
and hook them together to produce complex flexible objects. Even though their actors may be
tied together in order to simulate a flag waving, the primitive actors they propose are not
sufficient for the modeling of complex drape and buckling in fabric. Their hinged triangular
meshes do not accurately represent the true structure of cloth. A recently published paper by
Bassett and Postle in the textile literature proposes a method similar to Haumann and Parent's
that models fabric as a collection of simple geometric elements [3]. This work, once again, does
not address the issue of overall fabric shape, but rather the stress-strain relationships at
thread crossings for a fabric stretched over a sphere. Feynman describes a technique for
modeling the appearance of cloth [10. His computational framework is the same as ours,
minimizing energy functions defined over a grid of points. His and our approaches differ in the
basic assumptions used to derive the energy functions. Feynman derives his functions from the
theory of elasticity and the assumption that cloth is a flexible shell, whereas the interactions in
our model are derived from our view of cloth as a complex mechanism, rather than a continuous
material.

2.1.4 Descrioption of the Model

Our model represents a piece of woven cloth as a topologically 2-D network of 3-D points
arranged in a rectangular grid, as shown in figure 3, where each point represents a thread
crossing in a plain weave fabric. We map all of the interactions occurring between threads into
a set of energy functions whose independent variables are the geometric interrelationships
between points in the 2-D grid. Each point is effectively connected to and influenced by a small
set of neighboring points through the definition of four energy functions. These four energy
functions embody local mechanical relationships and geometric constraints that exist at the
thread crossings. The four thread-level features of woven fabrics that we are attempting to
capture in these functions are non-interpenetration, thread stretching, thread bending, and
thread trellising. Each is represented by a term in the energy equation,

Utotal = Urepel + Ustretch + Ubend + Utrellis. (1)
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Utotal is the total energy of a particle. Urepel is the energy due to repulsion. Every particle
effectively repels every other particle, preventing interpenetration. Ubend is the energy due to
threads bending over one another out of the plane. Utrellis is the energy due to bending around a
pinned thread crossing in the plane of the cloth.

Our approach to modeling cloth is an application of the ideas presented by Witkin et al. [32].
They have described a technique for enforcing geometric relationships on parameterized models.
They define geometric constraints in terms of an "energy" function. The variables of the
function are the geometric parameters of the objects being constrained. The function is
formulated in such a way that the constraints are met when the ensemble of the parameter
values minimizes the function. Finding the parameter values which minimize the "energy"
function imposes the geometric constraint. In our approach, we are attempting to capture the
geometric and mechanical relationships occurring at thread crossings. The process of
developing our energy functions begins with first analyzing the relationships that we wished to
enforce. This determines the general shape of the energy function. Next a function that matches
the general desired shape must be derived.

In the case of the repelling potential, Urepel, we needed a function that would not allow one
particle to pass through another. An energy function that rises from zero at a prescribed
distance and goes to infinity at zero would meet these needs. The positive portion of the Lennard-
Jones potential, which is used in molecular modeling, is one such energy function. The complete
function is given in equation 2. The function Urepel effectively provides collision avoidance
between particles and helps to prevent self-intersection of the fabric grid as a whole. In order
for connected particles to maintain a standard distance between each other, they must sit in a
steep energy well. The well was created by simply evaluating the Lennard-Jones potential,
reflecting these values about the zero point, and fitting a polynomial through them using
regression techniques. Equation 4 is the resulting polynomial. Figure 4b presents the general
shape of the combined functions. Both Urepel and Ustretch were defined to produce an energy
curve of this shape. The well is produced by directly connecting each particle with the
stretching potential to four neighboring particles, except along the edges of the grid. The
combined repelling and stretching functions enforce the distance constraint between neighboring
particles in the grid. The combined functions are

Ui = 4c[(o1ri) 2 - (olri)6 + 1/4/, ri -2116 a (2)

n

Urepel = Ui (3)
i=1

Uj = 34464- 1(rj - 2116 a) / a ]5, rj > 21/6 ar (4)
4

Ustretch =  Uj, (5)
iil

where r is the distance between two particles as seen in figure 4a. The equations that we present
here are our first pass at representing the true energies acting at the thread level. They most
certainly will evolve as we continue our studies, refine our model, and make them more
accurate and realistic. At this point it is their general shape and the role they play in
maintaining geometric constraints that is most important.
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As seen in figure 5b a single thread will bend around crossing threads out of the plane. We have
represented this phenomenon by modeling the angle formed between each set of three particles.
Figure 5a shows that moving one particle, which represents a thread crossing, changes three
bending angles along a "thread" line. The energy associated with this angle should be zero when
the angle is n and should go to infinity as the angle goes to 0. This defines the equilibrium state
of the thread as flat, and does not allow the thread to bend into itself. Tan(ir - 8) has the general
shape necessary to enforce this constraint and is shown in figure 5c. The function that
represents the energy of thread bending is based on the positions of eight of a particle's
neighbors, two in each of the horizontal and vertical directions. These eight particles define six
bending angles. We define the energy of bending as a function of the angle formed by three
particles along a horizontal or vertical "thread line". The complete bending energy function for
each of these angles is

Uk = CO tan [(r- Ok) / 21 (6)

6

Ubend = Uk. (7)
k=l

Figure 6b presents the phenomenon that we call trellising. It occurs when threads are held fast
at their crossings and bend to create an "S-curve" in the local plane of the cloth. The overall
behavior produced by this kind of deformation is related to shearing in a continuous sheet of
material. Since our model treats cloth as an interwoven grid of threads rather than a continuous
sheet, trellising is a more accurate descriptive term than shearing. We have mapped this
phenomenon into the trellising modeling cell defined in figure 6a. In the cell, two line segments
are formed by connecting the four neighboring particles surrounding the central particle. The
two segments cross to define an angle. An equilibrium angle for the cell is predefined.
Currently, we assume that the equilibrium of the cell is at r/2. This may change over the
course of a simulation as we model friction related slippage. The trellis angle is then defined as
the angle formed as one of the line segments moves away from the equilibrium configuration, as
shown in figure 6a. In order to enforce the trellising constraint, i.e. keeping the crossed
segments at 7r/2, a function is needed which is zero at the equilibrium angle 7./2, but that goes
to infinity as the angle between the crossed segments approaches zero. This prevents the two
crossed threads from crossing over each other. The general shape of the curve is given in figure
6c. The complete function for our energy of trellising is

UI = CI tan (Ol) (8)
4

Utrellis =E U1. (9)

k=l

Again, the tangent function does not necessarily accurately represent the true strain energy due
to trellising. It does, however, give the correct characteristic shape.

Figure 7 summarizes the dependencies that exist between a particle and its neighboring
particles. As a particle moves, it changes the energy of the system as a whole. The energy change
is based on that particle's position relative to its neighbors' positions. Each component of the
total energy function depends on a different set of neighboring particles. These sets are
presented in figure 7. The particle being moved is represented by the large black dot. It repels
every other particle in the grid, here represented by the small black dots. The stretching
potential is defined between the current particle and its four immediate neighbors, signified by
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a diamond shape. To calculate the change in the energy of bending after a particle is moved,
requires the positions of the eight nearest neighbors along the "thread" lines. These eight
neighbors are marked with crosses. Every particle affects the trellising energy of four
neighboring trellis modeling cells. The particles of those cells are marked with boxes. The
positions of all of these particles are needed when calculating the change of energy of the
particle system as a whole, when one particle is moved.

2.1.5 Evaluation Method

The four inter-particle energy relationships defined in our model embody the mechanical and
geometric relationships between threads at their crossing points in a woven fabric. Structuring
these thread particles in a 2-D grid, placing them into a simulated gravitational field, and
allowing the grid of particles to interact with solid models, produces a simulation of buckling
and draping cloth.

We have implemented our cloth simulation as a two-phase process operating over a series of
small discrete time steps. The first phase of the simulation for a single time step models the
effect of gravity, and accounts for collisions between the cloth model and a geometric model
defining the objects with which the cloth is interacting. The second phase enforces interparticle
constraints and moves the configuration into a local energy minimum before continuing with the
next time step. See figure 8.

Phase one is simply an expedient way to produce large-scale motions of the grid in the direction
of gravity, thus quickly placing the cloth in an approximately-correct draping configuration.
During this phase, the inter-particle constraints are removed and each particle is allowed to
drop as if in free fall. This fall is modeled by the differential equation

Ma + C v= Mg, (10)

that takes into account the first two time derivatives of the particle's distance (acceleration a
and velocity v), mass M, gravity g, and viscous drag resistance due to air C. Our simulations
use the analytical solution to equation 10, but there is no reason that a more complex equation
could not be used and solved numerically.

During this phase, we pass the ray-segment formed from the starting and final positions of each
particle to the intersection routine of our ray tracer [11]. If the ray-segment intersects any of
the geometric objects, the particle most probably collides with that object during the time step.
However, as shown in figure 9, the ray intersection point is only an approximation to the actual
curved path that the particle might have followed during the time step. We assure an accurate
intersection point by an iterative process. First, we reduce the time step to the time of
collision estimated by the distance along the ray-segment at which intersection occurs, and
repeat the free-fall calculation for the particle in question. This process is repeated until we
have an intersection point that lies exactly at the end of the ray-segment, or we have determined
that no collision actually occurred. When an accurate collision point is determined, a partially

*. inelastic reflection of the particle is calculated and used to adjust the particle's velocity, and the
"bouncing" particle is allowed to continue its fall for the remainder of the time step. If another
collision is detected, the process is repeated until the time step is exhausted.

Once the first phase is completed, and every particle has been moved one time step according to
the equation 10, the inter-particle constraints, as defined by our energy functions, are
enforced by subjecting the entire particle system to an energy minimization process, in which
each particle's position is adjusted so as to achieve a local energy minimum across the model.
When the entire process is complete, particle velocities are adjusted to account for each
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Figure 9 Intersection of Particle Path with Geometry

Figure 10 New Position Selection in SGD
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particle's position change. This minimization process pulls the grid together and maintains the
geometric constraints and relationships [32]. The first phase quickly moves the grid through
space and into contact with the objects in the environment, giving the grid its general
drapingshape. The second, energy minimization, phase fine-tunes the model producing its more
complex and detailed folding structures.

We have implemented a stochastic technique for the minimization step in our simulations, that
approximates the process modeled by the Metropolis algorithm [24]. We call this technique
stochastic gradient descent (SGD). The Metropolis algorithm randomly perturbs each state in a
system. For each perturbation, the change of energy in the system is calculated. If the energy
change is negative, the new perturbed point is accepted, but if the energy change is positive, the
point is probabilistically accepted based on the Boltzmann factor associated with that energy
change. Our experiments with this method showed that it was much too inefficient for our
purposes, requiring very large numbers of iterations to bring the particle grid into a
satisfactory minimum energy configuration.

SGD has proven to be more effective. In this method, the gradient of the energy function is
calculated numerically and is used to construct a box around the region of space that
approximates the volume into which new positions that would be accepted by the Metropolis
algorithm would fall. This construction is shown in figure 10. Once this box is constructed, we
use a uniform distribution to stochastically select a new particle position in this region of
probable minimum energy configuration. This technique will generate position changes that are
drawn from a probability distribution quite similar to the Boltzman distribution that the
Metropolis algorithm generates.

Our intention for developing SGD was to produce an algorithm with the same characteristics as
the Metropolis algorithm, but with improved efficiency. The Metropolis algorithm produces a
distribution of energy states by accepting all lower energy states and a percentage of the higher
energy states based on the Boltzmann distribution. It randomly generates new potential states
with no regard for the underlying energy functions in a system and then picks appropriate
states and throws away the rest. SGD stochastically generates new states in a region determined
by the negative gradient, increasing the likelihood that these states will lower the energy of the
system, and accepts all of them. By adjusting the parameters of the algorithms, both can produce
the same ratio of higher energy states versus lower energy states. Our experiments have shown
that SGD is at least 10 times more efficient than Metropolis for minimizing our energy
functions, but still gives a natural looking stochastic variation to the resulting configurations.

During the energy minimization phase it is necessary to again prohibit particles from moving
through the surface of geometric objects. We do this in two ways. First, when estimating the
energy gradient about a particle we associate a very high energy penalty with movement into a
geometric object. This makes it unlikely that we will generate a new particle position inside a
geometric object. Second, we do another ray-segment intersection test on each potential new
particle position and simply throw away any position change that crosses the boundary of an
object.

2.1 .6 The Role of Visualization

Visualization is an essential part of the experimentation with and evaluation of our cloth model.
Our model has been implemented in a testbed visualization and animation system, The
Clockworks [12]. By conducting our simulations within this system, we have access to a variety
of visualization tools. Since the particles in our model are arranged in a grid, it is easy to
construct a polygonal surface for visualization. The Clockworks provides interactive wireframe
and Gouraud shaded polygon viewing capabilities, allowing us to quickly inspect the details of the
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particle grid. Our models are fairly large and we are currently unable to follow the progression
of a simulation interactively on our Silicon Graphics Iris 4D/60T. Therefore the system has
been interfaced to a single-frame videotape system. This allows us to record animations of our
simulations progressing through time directly from the SGI. These animations have given us
insight into the workings of the model and how it interacts with solid objects. Finally, in order
to fully inspect the detailed behavior of our model we generate high quality ray traced images
from the simulation data. These images give us useful information concerning the shape,
continuity and curvature of the folds generated by our model.

Our experiments with the model relied heavily on visualization for evaluation. Visualization
offered us some insight into the importance of the various components of the particle energy
functions. The first attempts at minimizing the energy of the particle grid with the Metropolis
algorithm produced an amusing "mozzarella cheese" model where inter-particle distances were
not maintained. As particles struck a solid cubic object, they stopped, while those not striking
the object continued to move toward the floor, stretching out the model and making it look like
melting cheese over a block. Once the Metropolis algorithm parameters were tuned and the
stretching function adjusted, we could create a grid that maintained one equilibrium distance
between all connected particles. At this point the importance of trellising became apparent. At
the corner of the cube where one would expect folds and buckles, we found high trellis angles
which in essence were decreasing the surface area at that point. Instead of the cloth buckling and
folding to adjust to the excess surface area collecting at the corners, it was "trellising" out to
produce a tongue of cloth that simply drooped to the floor. Once stochastic gradient descent was
implemented and applied to the same simulations, we found that the trellising constraint was
enforced.

Two successful simulations were calculated and visualized. In the first simulation we drape a
50x50 square particle grid over a cube. In the second simulation, the 50x50 grid is trimmed to
produce a grid with a circular outline and then draped over a cylinder. Figure 11 presents four
instances in time from the first simulation and figure 12 presents four instances from the
second simulation. All of these images are ray-traced. Animations demonstrating the complete
simulation for both cases have been recorded. For the circular case, the animation shows the
stiffness of the cloth in the direction of the yarns. The c.,, fairly flat during most of
the simulation in those outer regions where the yarns run approximately radially out from the
center. On the contrary, the cloth folds quite easily at the 45 degree angles from the yarn
directions. The animation shows that once the cloth comes to rest the folds becomes fairly evenly
distributed.

We are also developing other visualization tools to assist us in our research. One will generate a
pseudo-color texture map on the polygons that approximate our cloth model. The coloring will
display how the energy functions vary over the grid surface. This capability will allow us to
isolate each component of our energy functions and to determine the relative importance of each
of them at different locations on the grid. Another texture map feature is being developed to
allow us to map an arbitrary surface texture on the polygons defined by the grid in order to
enhance visual realism.

The importance of all of these visualization tools cannot be underestimated. Currently, we are
evaluating the correctness of our model by examining the previously described visualizations.
In the future we intend to recreate experiments conducted in the 1960's on draping cloth
[6][141. We will need to "see" our results and visually compare them to the results obtained in
the,q earlier experiments.
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2.1 .7 Dsuso

We have described the interactions between threads with energy functions defined over a 2-D
grid of 3-D points, minimizing these energy functions produces the draping and buckling we are
attempting to model. At this point in our work, we are not claiming that the interaction
functions that we have defined accurately model the energy of threads. Certainly our energy
functions have reasonable boundary values. What we are currently doing is testing our basic
assumption that by representing a material's microstructure, and by applying qualitatively
correct geometric constraints, characteristic macroscopic behav:,or will emerge. Our visual
results show that our assumptions are correct and encourage us to continue our research in this
area.

Once the model is refined, extensive simulations will be conducted in order to recreate studies
by Cusick [6)[14]. His numerous experiments on the draping behavior of cloth produced
quantitative characterizations of draping behavior. We will consider our models correct once
they give the same results that Cusick produced through experimentation. Given that the
functional relationships of our model have stabilized, it will be necessary to tune the
parameters of the energy functions, so that the generic models may mimic specific types of
cloth.

Of previous studies of cloth, the model that is most similar to ours is by Feynman [10]. He
presents a method for modeling the appearance of cloth that uses the same computational
framework as our technique. He simulates some of the mechanical properties of cloth by
defining a set of energy functions over a 2-D grid of 3-D points. He minimizes the energy of the
grid with a stochastic technique somewhat related to ours, and a multigrid method. This is
where the similarities end. Feynman assumes that cloth is a continuous flexible material and
derives his energy functions from the theory of elastic shells. We do not believe that this is the
correct starting point for modeling cloth. Feynman's energy equations also do not take into
consideration a phenomenon that we see as essential for modeling the mechanical behavior of
cloth, the trellising of threads. By modeling cloth's thread structure and its trellising, our
model naturally buckles, removing the need for a special and questionable energy of buckling
defined by Feynman. Two additional issues presented in our work that are not present in
Feynman's are self-intersection and interaction with constructive solid geometric objects.

One significant component missing from our approach is the modeling of frictional interactions
between threads. Our model already incorporates parameters for representing the slippage and
sticking of crossed threads due to trellising. It needs to be extended to do the same for thread
length. Once frictional slippage is implemented, the model will be able to represent the ability
of cloth to be shaped and formed.

An important issue that has not been addressed so far is the issue of computation time. Both the
square and circular simulations required on the order of one CPU-week of computation on a
DECstation 3100 class workstation. Clearly these are not computation times conducive to design
automation. Simulating the mechanical behavior of complex materials requires enormous
numbers of computations. However, if we assign each particle to a processor, our particle-
based approach maps naturally ono te architecture of a massively-parallel computer. It was
this fact that motivated us to explore the concept of particle-based modeling in earlier work
[17], where we investigated the task of modeling human cartilage for a surgical simulator. The
future implementation of particle-based models on a massively-parallel machine holds out the
hope for real-time simulations of complex materials. We have begun to explore this idea by
implementing a simplified version of ou; model on the Connection Machine [16]. So far, our
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investigations have revolved around experimenting with different implementations of the

Metropolis algorithm on the CM-2, and have produced encouraging results [18].

2.1.8 Conci usion

We have proposed a model that simulates the draping behavior of woven cloth. The model
attempts to capture the thread structure of cloth, and assumes that cloth is a mechanism, not a
continuous flexible material. The model consists of particles (points) placed in a 2-D grid,
where each particle represents a thread crossing. Energy functions are defined that embody the
interactions of the threads. By minimizing these functions and allowing the particles to interact
with solid objects, the draping and buckling behavior of cloth may be simulated.

Our current results are extremely encouraging and provide a convincing demonstration of the
correctness of the assumptions upon which our model is based. There is still much work to be
done. The most obvious addition that needs to be made to the model is frictional slippage. Second,
we need to take advantage of the considerable literature on the experimentally determined
mechanical properties of threads and yarns to refine our energy functions. Finally, in order to
achieve reasonable simulation speed, and to take full advantage of the architecture of the model,
we need to implement a complete version of the model on a massively parallel computer.
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2.2 SENSING

The objective of the first year of sensing research is to determine the sensing techniques that
are appropriate and adequate to the pressing of trousers on a "legger" press. The sensing
techniques must enable the acquisition, manipulation, positioning, and smoothing of the trousers
during the loading and pressing procedures. Specifically, sensing is used to locate and align in-
seams relative to the out-seams prior to placing the trousers on the pressing form. After the
trousers are placed on the form and prior to being pressed, the trousers must be verified to be
free of significant wrinkles, puckers, and the like. Each required sensing activity is to be
accomplished separately.

To facilitate proper sensing testing we solicited fabric from a variety of sources and then had
the fabric cut and sewn into completed trousers. The fabric was received with full documented
specifications and a swatch book was developed for R.P.I. and F.I.T. by student researchers.

2.2.1 Definition of Sensing Requirements

Evaluation of the automated garment handling unit resulted in the proposal of the following
sensing requirements: seam sensing, wrinkle sensing, and force sensing.

Sensing Requirements

The seam sensor is utilized for locating the inner and outer seam of each trouser leg for proper
alignment prior to pressing the garment. The seam sensing and alignment take place prior to
transfer of the trousers onto the press buck, and is performed on each leg with the trousers in a
hanging orientation external to the press. There are at least two places where the seam
alignment needs to be accomplished, at the hem (or cuff) end and above the knee (in some
instances, to within 5 cm of the crotch area).

The detection of wrinkles and other departures from the desired surface contours is performed
when the trousers are on the pressing form. If the placement of the trousers on the form is
sufficiently consistent, only a surface smoothness validation check is required. If the placement
produces wrinkles, then the detected wrinkles need to be described in terms of location,
orientation, height and length.

2.2.2 Bcground

The two major areas of research during the past year have been the seam sensor and the wrinkle
sensor. Several methods were initially proposed and pursued for each of these sensing
requirements. Investigation of the ditferent methods led to a single method for the wrinkle
sensing and a standard method for the seam sensing with a backup method to handle a unique and
infrequently encountered fabric.

Sensors

It is desirable to employ the most simple and robust sensing techniques to accomplish the
sensing required. Three fundamental sensor types have been identified: a reflected light sensor
for seam location, a transmitted light sensor for both seam and selvage location, and a reflected
light sensor for wrinkle detection. It is clear that reflected light sensors are easier to apply
than transmitted light sensors. Reflected light sensors can be applied entirely from the outside
of the trousers; whereas, transmitted light sensors need to be introduced inside the trousers.
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Thus it would appear that reflected light sensing is the sensor type of choice. However, the
results to date do not support the notion that reflected light sensing alone can locate the seams
for all kinds of fabrics which are under consideration. In particular there is some difficulty
with the reliable detection of the seam location for some samples which have pronounced visual
or geometric textures. Therefore, to be prudent, transmitted light sensors continue to be
considered as a back-up to the reflected light sensors. Further, transmitted light sensors can
serve a redundant capability, providing robust performance in the event of unforeseen
difficulties.

Reflected Light Sensor for Seam Location.

The seam can be located by analyzing the reflected light in the vicinity of the seam. This is done
for both the in- and out-seams at both the hem end and above the knee. This location information
is passed to the seam alignment mechanism to bring the seams into alignment. Locating the seam
above the knee is especially important. This is because the sewn fabric is not usually
distributed in a symmetric fashion relative to the seam. Hence, the seam loc,tion is not
guaranteed to be predictably related to the mid-line of the seam allowance boundary; it must be
located by more direct means. The reflected light sensor is the preferred method for seam
location.

Transmitted Light Sensor for Seam Location.

The sensor detects the amount of light that passes through the fabric. For most fabrics, the
amount of light that shines through a single ply is reliably more than when there are two or
more plies. This sensor can locate the boundaries of the double-ply region of the seam allowance
portion of "busted" seams.

This sensor can also be used to verify the location of the seam relative to the seam allowance
boundaries. This is done by detecting the light that shines through the gaps in the sewn seam
when the trousers leg is put under spreading tension, as in the case when the leg undergoes
man.oulation for seam alignment. However, in a small number of cases, the seam thread tension
is too tight and a detectable amount of light does not shine through the seam gaps.

Reflected Light Sensor for Wrinkle Detection.

The detection of wrinkles and other departures from the desired surface contours is performed
after the trousers are placed on the pressing form. Wrinkle detection currently employs a
plane-of-light stripe projector. The light stripe sensor is scanned along the trouser leg to
verify its smoothness. An analysis of the projected light patterns allows the presence of
departures from the expected smooth surface contour to be detected and described. The location,
height and orientation of puckers, creases, wrinkles and the like is passed to the handling
module.

Force Sensing.

Force sensing has not been pursued at this stage of the project since it is used in conjunction
with grasping and transfer mechanisms. The need for force sensing will be pursued upon the
completion of the concepts for the grasping and transfer mechanisms.
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2.2.3 Seam Sensing

Seam sensing requires accurate location (+/- 0.125 inches) of the seams on both sides of the
trouser leg for alianment. Several methods have been proposed for seam sensing. Most of ihese
proposed methods can be eliminated due to measurement inaccuracy, inconsistent performance
or implementation complexity. The proposed methods include mechanical location of the seam,
mechanical detection of multiple plies , transmitted light through seam detection, one ply
versus two plies detection, transmitted light detection, laser light technique, and exterior
seam-shadow detection.

Mechanical Location of the Seam.

The location of the seam can be determined by determining where the two pieces of fabric meet
for a seam. Mechanically this can be done by sliding a knife-edge along the surface of the fabric
until the resistance of the folded seam is sensed. This same action could be done to locate the
seam from the opposite direction as a confidence check. The opposite seam would be located in the
same manner. Some experiments have been performed that indicate this technique could be used
for heavier weight fabric which have well-formed seams. Such a device might be incorporated
as an integral part of the rotating seam alignment mechanism which is described in the Grasping
and Manipulation section.

Mechanical Detection of Multiple Plies.

The detection of the differential thickness of multiple plies formed by the seam might be detected
by mechanical means. An instrumented roller could be used to measure the thickness of the
trouser leg material as it is being rotated by the seam alignment mechanism. Some experiments
have been performed that indicate this technique could be used for the heavier weight materials
to locate the multiple ply selvage areas. However, as discussed next, the detection of one ply
versus two plies does not really solve the problem of locating the seam. Such a device might be
incorporated as an integral part of the rotating seam alignment mechanism.

One Ply versus Two Plies Method.

The one ply versus two plies method utilizes an interior light in the trouser leg.The light is a
high intensity gas lamp with an aluminum housing and two plastic diffusion plates to permit
simultaneous illumination of both the in- and out-seams with the same light. The overall
dimension of the light source is approximately 3 x 4 x 0.75 inches for easy placement within
the interior of the trouser leg. The light intensity is great enough for detection by an exterior
camera. The light passes easily through a single ply of fabric, but is more attenuated by the two
plies of fabric located on either side of the trouser seam. The camera image of the transmitted
light then contains a dark central strip, indicating the two non-transparent plies, with lighter
areas to either side of the strip, indicating the one transparent ply. The seam is estimated to be
at the mid-point of the two-ply vertical strip. Testing of this method on a variety of trousers
produced very inaccurate seam location results, due to improperly busted seams and an uneven
amount of excess fabric on either side of the seam in the majority of trousers tested.

Transmitted Light Detection.

This method uses the same light as the one ply versus two plies method just discussed. The light
is placed on the inside of the trouser leg to transmit light through the seam gaps for location of
the seam. The application of an appropriate tension force across the seam of the trouser leg will
cause the seam to separate slightly and create gaps between the threads in the seam stitching.
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The light from high intensity gas lamp on the inside of the leg shows through the seam gaps. In
the image, these gaps appear as a broken line of light in the darker two ply area. Appropriate
algorithms are applied to extract the broken line of light from the image. This method has not
been fully tested. It is more complicated than the seam shadow technique discussed below.
Transmitc 'ght sensing requires the insertion of the light inio the trouser leg and more
extensive computer processing of the image data.

Laser Light Method.

The laser technique utilizes a single laser line scanned across the seam. The line of light is
distorted at the seam due to the change in the trouser surface at the seam, producing an
extremely accurate seam location value. This method was tested on many pairs of trousers. It
was observed that, in some instances, the surface change produced by the presence of the seam is
not significant enough to produce a detectable distortion in the light. This is most probably due
to either the light weight of the fabric or the high sewing tension of the thread binding the seam.

Seam-Shadow Detection.

The seam shadow technique utilizes an exterior light at an angle to the trouser leg to cast a
shadow along the length of the trouser seam. An infrared filter is added to the camera lens to aid
in distinguishing the cast shadow from any stripes or other fabric pattern markings that are
parallel to the seam direction. The infrared filter blocks light below 850 nanometers, which
includes the majority of color variations in materials. The external light used to create the
shadow contains enough light energy above 850 nanometers (light not blocked by the filter) to
be effective in illuminating the trousers. Testing of this method proves it is fast, simple and
reliable in all but one situation. The exception case is caused by the presence of vertical red
threads in trousers. The infrared filter passes red light above 850 nm through to the camera;
the red threads reflect enough energy above 850 nm to appear on the image as vertical lines
parallel to the seam shadow.

Despite this one anomaly, the seam shadow technique appears to be the most accurate and
reliable of all techniques proposed. Thus the seam shadow technique has been the chosen
technique for further research. The problem of handling fabric with vertical red stripes has
been handled as an anomaly for now. It will most likely be solved using other light source-filter
combinations or it could be solved by utilizing the transmitted light through scam technique as a
backup method when trousers with red vertical threads are encountered. Algorithms have been
developed for the seam shadow technique; but algorithms have yet to be developed for the
transmitted light through seam technique.

2.2.4 Wrinkle Sensing

The sensing of wrinkles requires recovering three-dimensional information from a two-
dimensional image. The problem is a significant one, but can be simplified through the use of
structured lighting and stereo vision, both well-documented methods for recovering three-
dimensional surface information.

Wrinkles in a flexible material can be viewed as surface height changes across the material,
whereas a flat material will display no surface height changes. The projection of a high-
intensity light onto a non-flat surface will result in geometric distortions of the light pattern at
points of surface height change of the material. By locating the camera and light projector at
different points (commonly referred to as triangulation stereo vision), the light pattern
distortions on the surface of the object are detectable in the two-dimensional image acquired by
the camera. The light pattern distortions seen by the camera are proportional to the actual

This Page Shall Not be Duplicated 4 2



surface height changes of the material. The three-dimensional surface height ddta is recovered

through processing of the two-dimensional image.

Construction of Reflected Light Sensor

A laser scanner was originally proposed for use as the reflected light sensor for projecting the
light pattern onto the fabric. The benefits inherent in using a laser are the ability to reprogram
the scanner to produce a variety of light patterns, the ability to produce complex patterns, and
the high intensity of the light. The created laser light patterns are designed to cover wrinkles at
all angles and of all sizes. A computer program was successfully written to produce spiral,
Lissajous (figure-eight-like) and snake-like patterns. The patterns are fairly complex and
require a large minimum number of points to be correctly displayed. This results in a
significant amount of time that is required to display a single pattern. This time requirement
results in a significant amount of flicker in the viewed pattern. Such flicker is caused by the
entire light pattern not being fully captured by the camera in a single image. The problem is not
resolvable without going to more expensive scanning equipment; so a second means to produce
light patterns is proposed. The second approach for the light source is a high intensity light
source and lens which produces a high intensity line of light. When projected across a trouser
leg, the ten inch wide line of light will be displaced where there are changes in the fabric height.
Processing of the image produces information about the height and width of the wrinkles at each
image sampling point. By scanning the light line down the length of the trouser leg, wrinkle
information may be extracted at the appropriate sampling frequency. Interpolation of the data
between the sampling points will provide wrinkle orientation information.

2.2.5 Aloorithms for Sensors

The majority of time has been spent writing and testing algorithms for wrinkle and seam
sensing. The algorithms may be grouped into three operations: seam detection, wrinkle
detection, and modeling of the buck (lower pressing surface of the trouser press) and wrinkles.
The modeling algorithms have been developed to prove the reliability of the methods for
acquiring surface information for wrinkle detection.

The seam sensing and wrinkle sensing algorithms were originally developed using the GMF Karel
and Insight system for convenience. For processing speed, the ability to handle a wider range of
operations, the ability to store a larger number of images, and future compatibility, the
algorithms were re-written in C language and compiled and processed on the IBM host computer.
The original Karel algorithms proved the processing techniques operated properly and produced
appropriate results. In conversion to C, several algorithms were modified and many algorithms
enhanced.

Seam Sensing: Karel Algorithms

The Karel algorithms for seam sensing were produced to prove that the seam line of the trouser
leg could be detected using the seam shadow technique. The Karel algorithms do not attempt to
locate or model the seam but do perform image processing to extract the seam from the image.

The original image is first filtered to remove noise and enhance the vertical edges in the image
(in this case, the vertical edge is the seam). The optimum filter kernel size for an image with a
field of view of approximately 8 inches was determined to be 3 by 3 pixels. Larger kernel sizes
(5 by 5 pixels, 7 by 7 pixels, etc.) did not produce as sharp seam contours as did the 3 by 3
kernel. The filtered image has a gray background with a bright contour for the seam.
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Then the histogram of the filtered image is determined. The histogram produces the frequency of
occurrence of each gray level intensity in the image. The histogram is used to determine where
to set the threshold level in the third step of processing. The goal is to produce a binary image
with the seam contour at gray level 255 o,. a background of gray level 0. The seam contour
contains the pixels with the brightest intensity levels, and thus are found in the upper end of the
histogram. Starting from the upper end of the histogram, the number of pixels per gray level is
summed until a given number of pixels has been encountered. This number is determined as the
approximate number of pixels that may be found in the seam contour. A given line across the
image will contain approximately 256 pixels; thus the sum is determined to be complete when
200 pixels have been summed. The gray-level at which the 200th pixel is found is set as the
threshold.

The third step in the processing entails thresholding the image with the gray-level found in step
two. Thresholding produces a binary image of the bright seam contour against a dark
background.

All images processed using the above algorithms produced images with well-defined seam
contours on dark backgrounds. Some noise was evident in the images, but the noise was not
significant enough to hamper extraction of the contours.

Seam Sensing: C Algorithms

The C algorithms for seam sensing are similar to the Karel algorithms. A fourth step was added
to allow extraction of the seam contour location.

To locate the seam contour following the filtering, histogramming and thresholding of the image,
a Hough transform is performed on the image. The Hough transform determines the best line fit
for pixels of high intensity, in this case, pixels of intensity 255. The transform works by
scanning through possible slope and intercept combinations for each bright pixel. The best fit
line is determined by the most common slope-intercept pair. The seam is thus modeled by the
best fit line, and the location of that line is known.

Many images were successfully processed utilizing the above algorithms. The following figures
are of images at each stage of processing. Figure 13 is the original seam shadow image. Figure
14 is the filtered image. Figure 15 is the thresholded image. Figure 16 is the best-fit line
approximation to the curve found in figure 15. From comparison of figures 13 and 16 it is
evident that the Hough transform produces lines which accurately model the original seam
contours.
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Figure 15 Thresholded Seam Shadow Image
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Figure 16 Best-Fit Approximation to Seam Contour
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Wrinkle Sensing: Karel Algorithms

The Karel algorithms for wrinkle sensing were produced to verify that the light stripe
technique was appropriate for wrinkle detection. Due to the varying curvature of the buck,
wrinkle detection requires determining the difference image of the image of the empty buck
contour at a particular location and the image of the garment contour on the buck at the same
location. The difference image thus contains the same wrinkle height information as would be
obtained if t.le ofi rment had been laid on a flat surface.

The light stripe and camera are initially scanned along the length of the empty buck such that
the light stripe falls across the width of the buck.Reference images are obtained at particular
locations (the appropriate lengthwise sampling frequency has yet to be determined) and the
buck curvature information is extracted at these locations. The buck curvature is seen as a
bright contour across the width of the image against a dark background.

The images are filtered to remove noise using a 3 by 3 smoothing kernel whose weights are all
equal to 1/9. The buck contour is then extracted from the image by scanning each vertical
column for the brightest pixel, the light stripe location for that particular column. The search
for the brightest pixel guarantees the center location of the light stripe due to the Gaussian
shaped cross-section of the light intensity. The light is brightest at the center of the line and
fa!ls off to each side of the center, as observed in the numerous images analyzed.

The above process of scanning the buck, filtering the image and locating the brightest pixel in
each column is repeated with a garment on the buck. The images are acquired at the same
locations utilized for the reference images.

The difference information between the images with trousers and the reference images is then
computed. This yields the wrinkle height information, as displayed in figure 21. A flat reference
value is produced which gauges the smallest difference between the empty buck and trousers on
buck at any column.

The Karel algorithms then utilize moments to determine points of change along the difference
curvature. The image is divided into approximately 42 windows (6 pixels wide by the height of
the image) and moments are calculated for each window. The major axis orientation for each
window determines the relative slope of the curve segment in the window. Major changes in the
major axis orientation indicate changes in the curvature of the curve. Such changes indicate
points where the wrinkles begin, the local minima and maxima of wrinkles, the peaks of
wrinkles, and the points where wrinkles end.

The algorithm works fairly well. However, the sensitivity of the moment calculations are highly
dependent upon the width of the window across which the moments are determined. In addition,
the moment calculations are fairly time consuming.

Wrinkle Sensing: C Algorithms

The C algorithms for wrinkle sensing are similar to the Karel algorithms and utilize the same
light stripe and camera scanning methods as the Karel algorithms. The steps for obtainin, the
difference images are identical, but the method for extracting the wrinkle information uses a
different approach.

The C algorithms for extracting the wrinkle information uses an analytic approximation to the
curvature data. Inflection points are computed from these analytic approximations. Inflection
points are points at which the direction of the slope of a curve changes sign ard are used to
determined points of change in the difference curve. The inflection points will thus indicate
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points where wrinkles begin and end. The analytic approximation also provides the location of
local minima and maxima of wrinkles, and peaks of wrinkles.

Inflection points are obtained by determining the derivatives of the cubic functions which
approximate the curves. B.splines are used to approximate the curve data with cubics and each
cubic is evaluated to determine where the inflection points are located, if any exist.

The height, width and characteristics of wrinkles can be determined from the inflection data, as
well as the number of wrinkles present.

The following figures are images of the light stripe projection and the final images obtained
from processing. Figures 17 and 18 are images of the light stripe projected on the empty buck
and onto wrinkled trousers on the buck, respectively. Figures 19 and 20 are the curves
obtained from processing the images of figures 17 and 18; the curves are extremely accurate
estimations of the projected light stripes. Figure 21 is the difference image of the curves in
figures 19 and 20, which is equivalent to the wrinkle occurring on a flat surface.
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Figure I.. Curve Extracted from Light Stripe Projected onto
Empty Buck

Figure 20 Curve Extracted from Light Stripe Projected onto
Wrinkled Garment on Buck
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Modeling of the Buck and Seams: C Algorithms

The modeling algorithms are developed as part of the wrinkle sensing algorithms to ensure the
reliability of wrinkle sensing algorithms. The modeling approximates a curvature in an image
and evaluates the approximating cubic B-splines using interpolation. The modeled curvature
that is obtained is nearly identical to the curvature in the original image.

The modeling algorithms utilize several of the modules developed for wrinkle detection. The
image with the curvature to be modeled is filtered to remove noise. The curvature is then
approximated with cubic B-splines. The B-splines are cubic functions which, when evaluated at
a point, produce the appropriate curve for that point. A function is obtained for every 4
neighboring points to ensure that only accurate local information is utilized in determining the
appropriate function. Through interpolation, the B-splines are evaluated to produce an
approximation, or model, of the original curvature.

The approximations are very accurate models of the original curvatures, thus verifying the
validity of the B-spline algorithm that was written. The successful modeling, utilizing the same
B-spline algorithm utilized in wrinkle detection, suggests that the B-splines are accurate
approximations, and thereby,so are the inflection points obtained from the B-splines.

The modeling has been tested utilizing a series of images of the empty buck and images with a
garment on the buck. The following figures are of images created using the modeling algorithms.
Figure 22a is an interpolation of the buck curve in figure 19. Figure 22b is an interpolation of
the wrinkle curve in figure 20. Figure 22c is an interpolation of the difference image in figure
21. Figure 23 is an interpolation using six images to model a wrinkled garment on the buck.
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Figure 21 Difference of Curves from Figures 19 and 20

Figure 22a Interpolation of Light Stripe Projected onto Empty Buck

Figure 22b Interpolation of Light Stripe Projected onto Wrinkled
Garment on Buck

Figure 22c Interpolation of Figure 21's Difference Image
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Figure 23 Model of Wrinkled Garment on Buck
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2.3 GRASPING AND MANIPULATION

2.3.1 Introduction

The efforts of the Grasping & Manipulation team started by trying to ascertain and understand
the current level of technology in the apparel industry. This was done by doing a literature
search and touring apparel manufacturing facilities and R&D labs. Next, the knowledge gained
was used to conceptualize and develop prototype grasping and manipulation devices that are
relevant to this project's goals. Four prototype devices were designed, built, and tested. In
general, the result of these tests were promising and they are used to indicate directions for
future effort.

2.3.2 Grasping Technoloov in Industry and Novel Graspino Technioues

The grasping and manipulation team conducted a state of the art review of existing grasping and
manipulation technology by doing a literature search and touring garment manufacturing
facilities or laboratories.

The places visited included:
1. Pietrafesa (Syracuse, NY) - manufacturing facility for men's garments.
2. Cluett & Peabody (Troy, NY) - Research and Development Lab.
3. Fashion Institute of Technology (New York, NY) - Automated Apparel Production Lab.
4. Jetsew (Utica, NY) - maker of automated apparel manufacturing equipment.
5. Draper Laboratories (Cambridge, MA) - Research arm of (TC)2.
6. Bobbin Show (Atlanta, GA) - trade show of the apparel industry.

During our state of the art review we observed five types of grippers that can be used to grasp
and manipulate fabric:

1. Friction - development of a frictional force between the gripper surface and fabric is
required.
2. Puncture - the gripper penetrates the fabric to develop holding forces.
3. Adhesive - chemical bonds create the attractive force.
4. Vacuum - atmospheric pressure is used to create a frictional force between fabric and
gripper and develops buoyancy.
5. Electrostatic - electrical potential creates an attractive force.

The state of the art review revealed that the adhesive and electrostatic grippers are rarely used,
except in closely controlled environments, because of their susceptibility to failure. As far as
the implementation of the five gripping methods, there are only a few commercially available
fabric grippers. A study conducted by the American Apparel Manufacturers Association showed
that, of 47 different limp fabric handling devices, only 3 are currently in wide-spread
commercial use. These devices are:

1. Clupicker - a rotating wheel frictionally pulls the fabric ply in between the wheel
and a finger.
2. Walton picker - saw toothed edges partially puncture the fabric and then close and
clamp.
3. Polytex or Littlewood Needle device - punctures the fabric with needles at different
angles so the fabric can't slip off.

These three devices are only for picking up a single ply of fabric. In most applications they are
used to grasp and manipulate freshly cut parts from a stack. They were not designed for handling
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finished garments. However, an application may exist for them where it may be necessary to
separate two adjacent plies of fabric.

Draper Laboratories and Jetsew are conducting the work that is most closely related to the work
at Rensselaer in that they are developing automated equipment that manipulates finished
garments. However, the operations conducted are assembly and sewing and therefore are
somewhat unlike handling garments for pressing.

There are many problems that must be overcome to successfully grasp and manipulate trousers
in the pressing operation. Perhaps the most challenging problems arise from fabric's handling
characteristics. The work at Draper Laboratories, in developing the automated suit-coat sleeve
sewing machine, revealed many of these problems.

1. The manipulation of fabric parts requires the use of multiple gripping points.
2. Fabric buckles under its own weight.
3. Excessive manipulation can cause wrinkles.
4. The low rigidity of fabric practically eliminates the application of force feedback or
contact sensors.
5. The mechanical properties of fabric, like its stiffness and coefficient of friction, vary
from part to part and may even vary across a single part.
6. Mechanical properties are dependent upon environmental conditions like humidity and
are time-dependent.
7. Precise alignment can be spoiled by residual stresses in the part.
8. Usually it is inefficient to attempt to duplicate human manipulation motions, although
much can be learned from them.

The steps that were taken to counteract these problems were:
1. Gated vacuum tables were used to hold sections of the part from moving while the
remainder of the part was being manipulated.
2. A flexible gripper was needed to accommodate various part shapes.
3. Air jets were used for non-contact manipulation.
4. Creasing bars and auxiliary manipulation devices were used when standard gripping
is not sufficient in itself.
5. Non-contact sensing was used when the part could not be disturbed.
6. Sensors were used to determine if grasping and manipulation occurred correctly. If
not, then the gripper and manipulation path would be adjusted and the sequence tried
again.
7. Use a unique trajectory for manipulating parts made of different fabrics. This helps to
account for the mechanical property variations from fabric to fabric.

2.3.3 Prototype Conceptualization and Design

An effective method for the structured design of a complex process or a component is called the
functional analysis method. This method and brainstorming was used by the research team to
generate design alternatives. In Tables 1 and 2 the results of some of the brainstorming sessions
are given. Some of these ideas were immediately chosen over others. The important point is
that any idea, no matter how ridiculous, should be considered.

The primary manipulation device currently in the workcell is a GMF six-jointed
anthropomorphic arm. The flexibility in motion and the re-proglammability of the robot make
it ideal for conducting this research effort. This allows different paths and manipulation
sequences to be tried before any commitment is made to dedicated hardware. A similar, but less
costly, robot may be used in the final prototype system, or the necessary manipulations in the
final prototype may be performed by dedicated automation devices.
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TASK PERFORAN CE PROCESS DESIGn:
CRITERIA OPTIONS A LTEPUATI _ %:

PRESENTATION Adapted well Unit >Pants initiallyTO AUTOMATED for automated Presentation loaded by operatorSYSTEM handling, >waist-end onto seam al-'nmentsimplicity, down device
minimize the >waist-end >Pants loaded bynumber of up operator onto amanipulations >horizontal simple hanger thatrequired to is compatible withmove to seam the alignment
alignment device
station

SEAM High >Selvage >Vision -lightDETECTION repeatability, Detection & transmissibility
Accuracy Calculation >Mechanically -2within + or - ply thickness
1/16 inch detection

>Direct Seam >Vision -ultraviolet
Detection reflective thread

-light transmission
through seam
-seam shadow
-use pre-drilled
holes or notches
as markers

>Mechanically -seam
detection mech.
using selvage fold
back & triple
thickness
detection

>Other -proximity
sensor and metal
thread

SEAM High >Cuff-end >Rollers insertedALIGNMENT Repeatability, into end of leg
No damage to
fabric >Waist-end >Rollers inserted

into waist end of
leg
>Long rollers thru
leg

>Slide plies
relative each otherother externally

Table 1: Functional Analysis Worksheet (page 1)
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TASK PERFORMANCE PROCESS DES IGN

CRITERIA OPTIONS ALTERNATIVES

TRANSFER TO Adapted well >Transfer >Grab roller
PRESS for automated pants to alignment devices

handling, horizontal at each end of leg
simple path, press and remove at press
must not >Transfer >Multiple-handed
cause pants to gripper
wrinkles, vertical >Temporarily tack
must maintain press seam and use a
seam alignment simple gripper

WRINKLE Reliable, >Non-contact >Air-jet smoothing
DETECTION AND accurate, must >Light-line
ELIMINATION not disturb distortion det.

fabric >Wrinkle shadow
detection

>Contact >Rotary brush
>Multi-fingered hand
>Tactile probe
sensor

>Use a highly >Multiple handed
reliable gripper with
transfer tensioning and
device that some smoothing
presents capabilities
pants to
press with
acceptable
wrinkles

Table 2: Functional Analysis Worksheet (page 2)
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A description of each of the prototypes follows.

Internal Seam Alignment Device

The internal seam alignment device was devised as a solution to automating the alignment of the
seams prior to pressing. This alignment should be seam-on-seam at the cuff end of the leg as
well as at some specified point above the knee (above this specified point the seams begin to
diverge). The exact point of divergence is determined by the style and design of the trousers. The
tolerance on the alignment is one eighth inch.

This device uses two cylindrical rollers that are inserted into the cuff end of a trouser leg (see
figure 24 and Appendix A). One of the rollers is actuated by a stepper motor, the other is a
follower (or idler). The idling roller is supported by a bearing block that includes a set of
linear bearings mounted perpendicular to the roller shaft. The linear bearings allow the idling
roller to move with respect to the stationary roller while maintaining the same orientation.
This linear degree of freedom allows the device to accommodate trousers with cuff-end widths of
up to 12 inches.

The slide is actuated by a pneumatic cylinder. The air supply to the cylinder must be controlled
to avoid damaging the fabric or seam threads. This is accomplished by a pressure regulator and
flow controls. An electric solenoid valve in the air line is interfaced with a digital output port in
the robot. This valve can be switched by a command from the teach pendant or from a robot
program.

The stepper motor is controlled by software and a control card installed in the host computer.
The resolution of the motor is 200 steps per revolution. Since the roller diameter is
approximately 1.025 inches, and the motor directly drives the roller shaft, the linear
resolution is .016 inch. Therefore, the accuracy of seam alignment is limited to one sixty-
fourth of an inch with the current set-up.

External Seam Alignment Device

A drawing of the external seam alignment device is shown in Appendix B. This device was
prototyped hared on the discovery that two adjacent fabric plies can be made to slide relative to
each other by using a frictional gripper on the outside of each ply (see figure 25). The most
important criterion that must be met is that the coefficient of friction between the grippers and
the fabric be greater than the coefficient of friction between the two fabric plies. An efficient
method of moving the fabric plies was found to be rubber coated rollers. The rollers have to be
driven in the same rotational direction and at the same speed if no net motion of the fabric is to
be experienced. The rollers should be driven with a single actuator so that the rotational speed
and the starting and stopping of the rollers will be synchronized. If each roller was driven
independently a control system would have to be developed to ensure synchronization. A motor
with a double ended shaft is ideal as a single actuator, since no gearboxes are necessar, to split
the rotary motion and drive each roller.

This device could be used in conjunction with the internal seam alignment device. The internal
seam Iignment device works well at the cuff end of the trouser leg, but there are two reasons
why it would not work well at the waist end. First, the rollers would be difficult to insert into
the waist end and past pockets without human aid. Second, the shape of the trouser leg is
diverging from the cuff end to the waist end. This could cause the trouser leg to walk off of the
rollers at the waist end of the leg. These problems can be avoided by moving the seams relative
to each other using a method which is external to the trouser leg. There would have to be one of
these external seam alignment devices on each side of the trouser leg to move the seams and
maintain the stability of the trouser leg (see figure 26).
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Figure 24 Internal Seam Alignment Device

Figure 25: Relative Sliding of Adjacent Fabric Plies
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Figure 26 External Seam Alignment Device Concept
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The external seam alignment device can also be used as a mechanism with which to tension the
trouser leg laterally (perpendicular to the seam orientation). If the rollers are restricted from
rotating then a linear force can be transferred through them to the trouser leg. As will be
explained later, a lateral tensioning force is required near the waist end of the leg in order for
the transfer gripper to grasp the trousers without inducing wrinkles.

Mechanical Seam Detection Mechanism

The mechanical seam detection mechanism is shown in figure 27 and in Appendix C. This
prototype was developed as a low cost and reliable method of locating a seam. The change of the
number of fabric plies at the seam is used with a thickness measuring scheme to identify the
location of the seam.

The cuff end of the leg is loaded into the device and then is moved perpendicular to the seam
orientation. When the seam approaches the detection apparatus the selvage is caught by one of
the two selvage catches, depending on the direction of motion (see figure 28). The caught selvage
is flipped on top of the selvage on the other side of the seam (see figure 29). A momentary
contact switch is activated by the three fabric plies as they pass between the base and the switch
roller.

An earlier version of this device did not have selvage catches on the base. In this case, the
double thickness of fabric at the seam was going to be measured and the position of the seam was
going to be found indirectly be assuming that the seam was one-half of the distance between the
selvage beginning and ending points. Tests showed that this method was inconsistent since the
selvage would randomly catch and be flipped by the base. The selvago catches were employed to
consistently catch and flip the selvage and the measurement scheme was changed. Instead of
measuring where the selvage begins and ends, the microswitch is activated exactly where thp
seam is located (see figure 30). This measurement scheme is direct because it requires no
additional calculations to locate the seam.

Theoretically, the seam detection mechanism would have to be adjusted for different thicknesses
of fabric. However, in most cases adjustment is not needed. Since three fabric plies are used to
activate the switch, instead of two, the device is less sensitive to changes in fabric thickness.
This was demonstrated by experiment and is presented in the experimental results section.

Transfer Gripper

The transfer gripper is a two-handed single degree of freedom end-effector that mounts on the
tool face plate of the robot (see figure 31).

The left hand gripper is a pneumatically actuated four bar linkage (see figure 32). The linkage
allows the gripper to occupy less space when it is open compared to other kinematic linkages.The motion of the gripper fingers resembles parallelogram motion, since the links are close in

dimension.

The right hand gripper is a scissors type of gripper, since it has a single revolute joint (see
figure 33). This gripper is also pneumatically actuated. A set of linear bearings allows this
gripper to move relative to the left hand gripper. The single degree of freedom provided by the
slide serves two purposes. First, the trousers can be tensioned in the longitudinal direction
(parallel to the seam orientation). The tension keeps wrinkles from being introducea into the
trouser leg during the transfer process. Second, the slide is long enough so that the right hand
gripper can be entirely removed from the press buck. Thus, while the pressing cycle is running
the left hand gripper can remain grasping the waist end of the trouser leg near the crotch while
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Figure 27 Mechanical Seam Detection Mechanism

Figure 28 Seam Aooroacviing Selvage Catch
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Figure 29 Seam Folded Back by Selvage Catch

Figure 30 Switch Activated at Seam Location
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Figure 33: Right Hand of Transfer Gripper
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the right hand gripper is removed from the press buck. Both grippers have adhesive-backed
foam rubber tape at the interface between the gripper and the fabric.

The sliding motion is actuated by a DC servomotor and a ball screw assembly. A servomotor
control card and software installed in a PC allow the slide to be accurately positioned. Limit
switches mounted on the gripper base indicate the end of motion limits of the slide. A third limit
switch provides a home position signal to the motor control card. This is needed because a
relative encoder is used on the servomotor.

The air flow to the grippers is controlled by two electric solenoid valves interfaced with the
digital output ports of the robot controller. In addition, the air flow rate to the left hand gripper
is restricted by port mounted flow controls on the pneumatic cylinder. The air flow rate to the
left hand gripper must be restricted to avoid damaging inertial forces while opening the fingers.

2.3.4 Discussion of Testing and Results

The experiments were conducted using three trousers of different fabrics, waist sizes, and
styles. The fabric and garment specifications for the selected trousers are given in Table 3. A
variety of fabric types and garment sizes were chosen for several reasons. First, it shows how a
particular device's accuracy and repeatability does or does not vary between different fabrics
and garment sizes. This will help to define the useful working range of the device. Second, it will
indicate the adjustments and changes that may have to be made to the device in order for it to
work successfully over a sufficient range of materials.

For the tests that required distance measurements, a machinists scale with one thirty-second of
an inch graduations was used. This allows for a theoretical measurement resolution of one
sixty-fourth of an inch on either side of the measured value.

Internal Seam Alignment Device

The internal seam alignment device was tested for accuracy, repeatability, and trouser leg
walking. The accuracy test was used to determine if the seams moved the amount they were
expected to move based on knowing the number of steps the motor rotated.

The repeatability test determined whether the seam would return to its starting position if the
motor was commanded to rotate clockwise 300 steps and then counter-clockwise 300 steps. The
repeatability is perhaps the most important performance parameter of this device. In most
mechanical devices, if the accuracy is less than required it will most likely be an amount that
remains unchanged or slowly degrades as the device wears. Thus, this constant amount can be
accounted for in the design of other components in the device or in the control system. However,
if the accuracy of the device varies randomly (its repeatability is low) then the accuracy offset
cannot be corrected since its value is not known.

The walking of the trousers as they are suspended from the internal seam alignment device was
also investigated. The trousers have a tendency to move down the rollers as the rollers are
rotating due to the effect of gravity. The phenomena of walking should be differentiated from
slippage.

Consider the situation shown in figure 34. If the rollers are in a vertical orientation the
material will experience a gravitational force proportional to its weight in the downward
direction. If the material is rigid it experiences little deformation for a given load and the only
way the material can move relative to the rollers is by slipping. If the material is flexible, as is
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Alignment Rollers

Cuff End of Trousers

Figure 34: A Rigid Material on Vertical Rollers
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fabric, then the vertical force can deflect the material in between the rollers (figure 35).
When this deflected portion reaches the roller it is simply maintained at its same vertical
position (figure 36). As rotation continues the material proceeds to walk down the roller and
will eventually leave the roller.

The results of the accuracy, repeatability, and walking tests for the internal seam alignment
device are given in Tables 5, 6, and 7, respectively. The results show that this is an acceptable
solution to the seam alignment problem. Even though the accuracy is not a good as expected, the
repeatability is very high. The accuracy of the movement seemed to be dependent on the amount
of walking of the leg (see Tables 5 and 7). The walking of the trouser leg can be controlled by a
finger oriented in such a way as to force the fabric upward as the trousers move.

External Seam Alignment Device

No formal testing was conducted with the external seam alignment device. However, the
prototype was tested informally by observing the response of several fabrics as the rubber
rollers were manually actuated. Several useful observations were made as a result of this
testing.

The external seam alignment prototype was tested on a variety of fabrics with both polyurethane
rollers and rubber rollers. Both of these interfacial materials provided excellent frictional
gripping of the fabrics. The clamping force that holds the rollers against the fabric was provided
by a spring and was very small (about a pound). Even with this small normal force the
frictional force was great enough so that no fabric slippage was experienced between the rollers
and the fabric.

The informal testing done on the external seam alignment device has shown promising results.
The prototypes should be further developed to allow pneumatic opening and closing and sliding of
the two device for lateral tensioning of the leg. Pneumatic cylinders would provide a cost
effective and simple method of closely controlling the clamping force of the rollers. It is
necessary to control this force, so a variety of fabrics and their associated frictional
characteristics can be accommodated.

Mechanical Seam Detection Mechanism

The mechanical seam detection prototype was tested with the four different fabrics given in
Table 4. The trousers were manually moved through the mechanism.

The results of the mechanical seam detection experiments are given in Table 8. The seam
detection mechanism has a 94% success rate in reliably detecting the seam. The probable
sources of most of the failures were identified during testing. First, as with the transfer
gripper, it is important that proper lateral tension be utilized. If the lateral tension in the
fabric was not sufficient the selvage would ride over the selvage catch and not be flipped. This
caused the switch to be activated before the seam reached it. If the detection mechanism was an
integral part of the internal seam alignment device then the tension would be consistent and
controllable. Second, the quality of the switch should be improved. It was noted in several cases
that the switch got bound in its "on" position by small movements of the fabric parallel to the
switches roller axis.

Transfer Gripper

The transfer gripper was tested with three different truusers since it was expected that the
performance of this device would oe the most affected by changes in the fabric or garment
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FABRIC THICKNESS CUFF SELVAGE WIDTH BLEND
( inches ) (inches)

A .012 YES 7/8 POLY/WOOL

B .012 NO 15/16 POLY/WOOL

C .014 NO 15/16 POLY/WOOL

D .021 NO 1 100% WOOL

Table 4: Fabr - Specifications for the Mechanical Seam
Det -ion Experiments
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BEFORE MOVEMENT AFTER MOVEMENT
NUMBER

FABRIC OF STEPS DISTANCE
MEASUREMENT MEASUREMENT TRAVELED/' WALKED
FROM MARKER FROM MARKER INCHES (inches)
TO DATUM(in.) TO DATUM(in) TRAVELED

1270/
1 1.00 1.78 20.50 .78

1450/
2 1.25 1.75 23.35 .50

Table 7: Results of Internal Seam Alignment Device Walking
Tests

FABRIC INUBER OF NUMBER OF NUMBER OF
TEST RUNS SUCCESSFUL FAILURES

DETECTIONS

A 40 36 4

B 45 42 3

C 56 55 1

0 43 40 3

TOTALS 184 173 11

Table 8: Results cf Mecnanica! Seam Detecticn Mechanism
Tests
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AVERAGE SEAM MOVEMENT
FABRIC
NUJMBER CUFF END jWAIST END

(INCHES) j(INCHES)

1 .07 .03

2 .12 .04

3 .12 .04

Table 9 Average Seam Movement during Pants Trans-fer
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specifications. A stationary reference, or datum, was used to determine the relative locations
ofthe seams both before and after the transfer of the trousers to the press. In some cases the
seams were not perfectly aligned before transfer. This is inconsequential since the objective of
the experimental was to determine if the seam alignment changed during :hE grasping and
transfer process.

A small amount of tension was applied to the trousers immediately after they were grasped and
before transfer to the press started. The tension was applied by moving the right-hand gripper
an additional .30 inch after the grippers were closed. This kept wrinkles from forming in the
trouser leg during transfer.

The average amount of seam movement that occurred for each different fabric is given in Table
9. It should be noted that none of the trousers used in testing had previously been pressed. The
tests on the transfer gripper also showed some additional development work is needed. The seam
alignment is not maintained to a sufficient degree of accuracy during the transfer process. It
should be noted that the largest change in seam alignment occurs at the cuff end of the trouser
leg (see Table 9). Observations during testing indicate that the source of the problem may be in
the design of the gripper mechanism. The distortion in the leg as the gripper is closed seems to
be caused by the fact that the side of the leg closest to the gripper is experiencing clamping
forces before the side of the leg farthest from the gripper. This is due to the nature of the
scissors type clamping geometry. A semi-parallel gripper like is used at the waist area may be
a solution.

It was also noticed during the course of testing that the lateral tension (perpendicular to the
seam orientation) on the leg was a critical factor in determining if the leg could be laid on the
press relatively wrinkle free. If this tension was not sufficinit or incorrectly oriented the
fullness in the leg near the waist area would bunch up as the gripper closed.

The typical transfer process starts with grasping the trouser leg on the seam alignment device
as shown in figure 37. Then longitudinal tension is applied with the servomotor and the cuff end
of the leg is released from the seam alignment device. The robot then guides the gripper to the
press. Note that in figure 39, the extreme cuff c nd of the leg is free to droop over the right hand
gripper. The path of the robot has been programmed to aid in reducing wrinkles caused by this
dangling end. This is done by positioning the gripper at a position farther to the right of its
releasing point and then moving the leg to the left as it descends to the buck (see figure 40). The
typical cotton trouser leg after transfer is shown in figure 43. A sequence of the transfer is
shown in figures 37 through 42.

During the testing procedures no single wrinkle could be identified as being too large that it
would be pressed into the leg. All of the wrinkles characterized were located in the top ply of the
leg. Wrinkles in the bottom ply are almost certain to be pressed into the leg. Further research
should be conducted to determine what s1zes and number of wrinkles are acceptable in various
fabrics, before pressing is initiated, and not be pressed in.

Based on the quality of the transfer process it is believed that more than two grippers are not
needed to grasp and manipulate the leg. The longitudinal tension applied to the leg kept the fabric
from drooping in between the grippers. However, it may be advantageous to provide some means
of support to the extreme cuff end of the leg.
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Figure 37: Grasping the Pant Leg at the Seam Alignment Station

Figure 38: Pants Beginning the Transfer Process
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Figure 39: Pants Approaching Press

Figure 40: Pants Laid on Press Buck

This Page Sha:l Not be Duplicated S ()



iure 41: Pant on Puck with the Tensionrii- Bai Engaged

:2 1 1 , t t i fi IRrn ove d

T~i jq,



Figure 43: Typical Cotton Pants Lay-up
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2.4 INTEGRATION

2.4.1 Task Plannina and Hiah Level Control Software Development

2.4.1.1 Petri Net Task Planning

This section presents the ideas of task sequence planning for a garment handling workcell. The
search of the sequences is based on a Petri net model of the system. Given the AND-OR net which
describes the geometric relationships among all objects in the system, we could map the AND-
OR net into a Petri net. Then we search the Petri net using some efficient algorithms. All
possible sequences will be extracted when the reachability tree of the Petri net has been
developed to a certain depth. The sequences will only depend on the initial states and final states
and possibly some intermediate states. A simulation example of the sequences has been proposed
and analyzed.

Introd ;aon

This report discusses an automated garment handling system that performs the task of finish
pressing of a garment, specifically trousers, automatically under the control of a host
computer. The original motivation to start this research was due to the heavy labor and high cost
of the finish pressing phase in garment manufacturing. Pressing needs much patience as well as
some specific techniques. When the pressed garment is considered an unsatisfactory product,
e.g., the seam alignment which is generated during pressing is not correct, additional work will
have to be done. Therefore, if pressing could be automated and the garment handling system
could be implemented, the number of errors and the amount of rework will be reduced
significantly.

Presently, the finish pressing phase of garment manufacturing requires a press, possibly with
some auxiliary mechanisms, which is run by an operator. The operator picks up one pair of
trousers from the waiting pile, aligns the seams of one leg, holds the trousers in the
appropriate orientation, loads the press, smooths out any wrinkles while at the same time
checking the seam alignment, and then starts the pressing cycle. This procedure is then
repeated for the other leg. Note that in many of the discussions that follow, the pressing of one
trouser leg is addressed while in the actual implementation both legs would have to be pressed.
Obviously, the pressing operation is done by a human. We would like to introduce a robot to
accomplish the same task. The robot will be controlled by a host computer. The seam alignment
would be performed by a seam alignment device. The garment waiting to enter the system will
be on a garment handler. Therefore, the main objects in the system will include a robot or
other mechanical handling device, garment, garment handler, seam alignment device, press,
sensor and host computer. The objects in the automated system could be presented as shown in
figure 44.

There is a fixed knowledge base existing in the system. Before the robot starts to move, the
computer obtains the initial states and the final states. It will generate all possible sequences of
operations. Then a certain sequence will be chosen based on some selected parameters. Each
operation w#.:ch is included in this specific sequence will be considered as a sub-goal at that
time. For each sub-goal, the lower level planning work will be done. A lower level command
sequence corresponding to each high level operation will be generated, each lower level
command sequence will be fired and each command could directly be used to control some
mechanisms such as the robot, handler, press, sensor and so on. During the working of the
system, the new information might be fed back to the computer and the control commands may
be updated to make the whole system coordinate
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Background

The whole robotic system as well as its environment is in the initial state before the system
starts working. The intelligent robot should have the ability to analyze the information it has
from the outside world such as the descriptions of the current or initial states, the knowledge
base that represents the set of conditional statements which defines the knowledge in the
problem domain, and also the final states the system is expected to reach, and then reason so that
it could automatically obtain all possible operation procedures to reach the final states.

Task level planning[331 is the most important aspect and the highest level planning in the whole
robotic planning system. Many planning techniques and systems have been
developed[35,36,37]. Most of these planning methods use search techniques developed in the
artificial intelligence area. The aim of task level planning is to efficiently generate all possible
task sequences and to be able to distinguish the different efficiencies among them. Some
sequences may contain the fewest number of steps of operations. Actually, each different kind of
operation may cost different amounts of time or different amounts of energy. Some sequences
may also contain parallel operations to save total time needed to fulfill the task. Therefore, for
the most economic consideration for the generation of task sequences, we should find the
minimum-cost sequence.

Petri net representation of the system

The Petri net has been widely used in modeling manufacturing systems, expert systems, robot
assembly planning systems as well as other kinds of engineering applications[38-44]. This is
an efficient abstract and formal information flow model. The Petri net is characterized by i4S
flexibility and efficiency in modeling and analysis of complex discrete-event systems. The
definition and some relating terminologies are shown as follows:

Definition 1 A Petri net structure, N: is a four-tuple, N = (P, T, (x, 3). P={pl, P2 ..... PnI
is a finite set of places, n > 0. T={ tl, t2, .. . tm} is a finite set of transitions, m > 0. P n T
= 0. cE r { P*T} and p _ { T*P} are sets of directed arcs.

Definition 2 Marking u: Marking p of Petri net N is a mapping from set P to set A = {0, 1.
2, . . L) which is a finite set, i.e.,

p : P -- A,

where lx sets tokens to every place in N, pi = L(Pi) E A indicates the number of tokens in place
pi, pi can be in the form:

4 = (1, 9 2 .-. . rPn)T; P'i = g(pi), Pi C P

Definition 3 Marked Petri net M: A Petri net structure N containing a marking 1 is a marked

Petri net which is the following five-tuple,

M = (P, T, at, 3, p)

Sometimes, for the sake of simplicity, we refer to a maiked Petri net as a Petri net as shown
later in this paper.

Definition 4 Petri net graph: The Petri net graph consists of directed arcs and two kinds of
nodes. In the graph, circle node and bar node represent place and transition respectively. A

This Page Shall Not be Duplicated 8 7



Directed arc, which links a circle node and a bar node, indicates the relation between place and
transition. Marking g is shaped by solid dots in circle node.

One important characteristic of a Petri net is tha! it could represent serial and concurrent
events and resource constraints. For this system, we use Generalized Stochastic Petri
Nets(GSPN) software to represent the system and do some simulation work as well as verifying
the task sequences.

Initial AND-OR Net Representation of the System

The brief overlook of the garment handling system has been presented in figure 44. The
AND/OR net state diagram and the corresponding Petri net representation has been proposed in
figure 45 and figure 46, respectively. In this section, we briefly describe how we get the
AND/OR net representation. First, we propose the definition of AND/OR net as follows:

Definition 5 Pair-match set F: Given two finite sets .1 = { al, a2, . . . , am}, 2 = { bl, b2,
.... bn},

r( 1l, 12) = ui=1 to m uj=l to n{{ ai, bj}}

Definition 6 An AND/OR net: is a three-tuple (S, A, N) where S is a finite set of states (Sl,
s2 ..... st ), A r_ [(S, (n(S)-0)), N c r( S, S), and A n N = 0.

The elements of S are called nodes, the elements of A are called and-arcs, and the elements of N
'are called non-and-arcs. The and-arc { X, ') is said to connect node X to the nodes in W, W C S.
The non-and-arc { X1, )[2 } is said to connect node X1 to the node X2.

The AND-OR net representation is derived from the original system states graph as shown in
figure 1. We propose the definition of system states graph as follows:

Definition 7 System states graph: is a graph that presents all main objects in the real
system, all possible visible states corresponding to each object, and the possible interactions
among the objects.

From the system states graph, we could obtain all main objects. Each object could have an
internal geometric state, like open or closed. Each object could also have a geometric
relationship with other objects which may relate to it. For example, if the robot moves to the
place of the handler to get the garment, it should relate to both garment and handler. Of course,
the garment and handler should also relate to the robot at the same time. After the robot gripper
grasps the garment, it will leave the handler and still keep its relationship with the garment
until the time it ultimately leaves the garment on the press. For the robot itself, it will change
its own geometric state when it contacts the outside world, i.e., the gripper will change from
open to closed or closed to open from time to time. Using this way of considering all possible
geometric states each object will possess and possible relationships among objects, we could
obtain the AND/OR net state diagram. In this diagram, each single object is enclosed in the
circle and each group of objects which are relating to each other are described as block. It is
clearly that the seam align and smooth operations are done at the state HcG
and PoG, respectively.

The network is indirect, i.e., the transition could happen in either direction. Therefore, the
regular methods for extracting all possible sequences L'om AND/OR graph[45] or AND/OR tree
representation of the system will not work in this case. A more efficient method should be
explored to fulfill the task plans.
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Mapping AND-OR Net to Petri Net

The Petri Net can represent events, conditions and the relations between them in a system. The
transitions, the places and the arcs in a Petri net can respectively model events, conditions and
relations.

As we mentioned in the last section, all transitions in the system AND/OR network could move in
either direction. Based on this idea, we can split each transition into two directed transitions in
the Petri net. All states which are either in the block shape or circle shape or ellipse shape in
the state network now become places. One of the big differences between the AND-OR net and
Petri net is that the same state in the AND-OR net could appear more than one time. For
example, there are four robot circle state copies in the AND-OR net. However, there is only one
place to represent the robot in the Petri net.

The algorithm for converting AND/OR net to Petri net is shown as follows:

Algorithm 1 Mapping from AND/OR net to Petri net.
Input: AND-OR net NA = (S, A, N)
Output: Petri net Np = (P, T, ax, P)

1. initialize P=T=t=c = 0, np= nT=O
2. for each set ni E N, ni = { nil, ni2}

begin
add 2 transitions tnp+l, tnp+2

T = T u { tnp+l, tnp+21;
np= np + 2
check whether nil, ni2 is in P,

if no, P = P u { nil, ni2};
ax = a Li {( nil, tnp+l), (ni2, tnp+2)};
1P -13 L {( tnp+l, ni2), ( tnp+2, nil)};

end

3. for each set ai E A, ai = { a, 'Ma}
begin

add 2 transitions tnp+l tnp+2.
T = T L { tnp+l, tnp+2);

np = np + 2
for every ej e ({ aX} )' Wal and { ej} n P = 0

P = P u { ej}
a = a LLuj(( ax, tnp+l), (ej, tnp+2)}, for all ej;
15 = 3 LLuj{( tnp+l, a.), ( tnp+2, ej}, for all ej;

end

After the Petri net representation is finished(figure 46), we have used the GSPN software to
simulate some task sequences on the system Petri net. It has also been verified that the net
possesses the properties of safeness, boundedness and liveness. It does not satisfy the property
of conservation because of the geometric characteristics of the system. All possible task
sequences have been tested to go through the system Petri net from the initial states to some
defined final states. And then the final states could be considered as the updated initial states and
by following another possible sequence, the system could go back to its original initial states.
We consider this one working iterion e sysiern.
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Data Structure for Searching Sequences in Petri Net

The task planning problem is concerned with reac'iabie markings when the system has been
modeled with Petri net. The reachability problem is the most basic Petri net analysis
problem[34]. Many other analysis problems can be stated in terms of the reachability
problem.

Definition 8 The Reachability Problem Given a Petri net C with marking A. and a marking ',
is V'E R(C, p)?

Another problem which is similar to reachability but is slightly different is called the
coverability problem. A marking p±" covers a marking p' if g" 2 g'.

Definition 9 The Coverability Problem Given a Petri net C with initial marking V and a
marking I.', is there a reachable marking i" e R(C, i) such that g" _> p.'?

Briefly speaking, finding a possible sequence concerns the reachability problem and finding all
possible sequences concerns the coverability problem.

Before we describe the algorithm for obtaining the reachability tree for the system Petri net,
we state some useful definitions, i.e., frontier nodes, terminal nodes and duplicate nodes 134].

Definition 10 Frontier nodes, terminal nodes and duplicate nodes: When we develop the
reachability tree, all current new markings are called frontier nodes. The markings, in which
no transition is enabled or depending on some criterion, no further transitions are necessary,
are called terminal nodes. The markings which have previously appeared in the tree are called
duplicate nodes.

In the system Petri net, we define the states of the system as markings. The algorithm therefore
begins by defining the initial marking, which corresponds to the initial state in the system, to
be the root of the tree. The final state of the system are defined as the final marking in the Petri
net.

Algorithm 2 The generation of reachability tree
Input: Petri net Np = (P, T, a, 03, p.o), final marking Af.
Output: The corresponding reachability tree.
Let x be a frontier node to be processed.

1. If x = Jpf, stop developing and classify x as a terminal node.

2. If there exists another node y in the tree which is not a frontier node, and has the
same marking associated with it, p[x] = g [Y], then node x is a duplicate node.

3. If no transitions are enabled for the marking i[x], [i.e., 8(l[x], tj) is undefined for
all tj E T], then x is a terminal node.

4. For all transitions tj E T which are enabled in p[x], [i.e., 6(fL[x], tj) is defined],
create a new node z in the reachability tree. The marking ti[z] associated with this new
nooe is, for each place Pi, p[z]i = 8(4[x], tj)i. An arc, labeled t1j, is directed from node
x to node z. Node x is redefined as an interior node: node z becomes a frontier node

This Page Shall Not be Duplicated 9 ()



5. When all nodes have been classified as terminal, duplicate, or interior, duplicate
nodes will copy all descendants from its corresponding nodes. Then duplicate nodes will
be reclassified as interior nodes.

6. When all nodes have been classified as terminal or interior, the algorithm stops.

We have 32 transitions and 17 different places in the Petri net. Place 1 to place 17 are Hc, Ho,
G, HoG, HcG, R, RHcG, RHoG, RG, Pc, Po, RPoG, PoG, RPcG, PcG, SMOOTH and SEAM-ALIGN,
respectively. Originally, we need 17 storage units to represent the current system .tates. Of
course, the unit has only two value 1 and 0 to represent whether the single state exists in the
whole combined states. The following is the linked data structure for the relationships among
all transitions and places in the system. Obviously, it will not lose any information if we
convert the markings into decimal digital numbers. The three tuples include three elements.
i.e., the value of the next states after transition finished, the transition and next possible
transition from the current states.

1 1(4096, 31, 0)
2 2(16. 30, 0)
4 r 3(16, 23, 0)
8 = 4(32, 20, 5) - 5(2052, 21, 0)
16 6(4, 24, 7) = 7(16448, 26, 8) 8(2, 29, 0)
32 z 9(2064, 18, 10) r 10(8, 19, 11) --:11(320, 15, 0)
64 12(128, 27, 0)
128 =13(64, 28, 0)
320 = 14(32, 16, 0)
512 =15(10240, 9, 16) =16(1024, 11, 17) :17(33024, 13, 0)
1024 18(6144, 8, 19) =>19(512. 12, 0)
2052 20(8, 22, 0)
2064 21(32, 17, 0)
4096 22(1, 32, 23) =: 23(8192, 5, 0)
6144 24(1024, 7, 0)
8192 = 25(49152, 4, 26) 26(4096, 6, 0)
10240 27(512, 10, 0)
16448 28(16, 25, 0)
32768 = 29(65536, 1. 0)
33024 = 30(512, 14, 0)
49152 = 31(8192, 3, 0)
65536 = 32(32768, 2, 0)

For each transition, we have only one start state and end state. The following set of two tuples
describes the corresponding start state and end state for each transition.

ti(32768, 65536), t2(65536, 32768),
t3(49152, 8192), t4(8192, 49152),
t5(4096, 8192), t6(8192, 4096),
t7(6144, 1024), t8(1024. 6144),
t9 (512, 10240), ti 0 (10240, 512),
t1i(512, 1024), 112(1024, 512),
t13(512, 33024), t14(33024, 512),
t15(32, 320), t16(320. 32),
117(2064, 32), t18(32, 2064',
t19(32, 8), t20(8, 32),
t21(8, 2052), t22(2052 8).
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t23(4, 16), t24(16, 4),
t25(16448, 16), t26(16, 16448),
t27(64, 128), t28(128, 64),
t29(16, 2), t30(2, 16),
t31(1, 4096), t32(4096, 1).

We then consider the initial states of the system as root node and generate all possible firing
sequences based on breadth-first forward chaining method. We will develop the reachability
tree step by step. If we have no final states for the system, the system will continue changing
states and will never stop. Given the final states, we could develop some efficient algorithm to
prevent the developing of the tree and then find all possible firing sequences at last. One
possible stop condition is that if we find some developed node is equal to the final states, we just
stop the developing procedure from this node. We will save all developing nodes in an array
called the traversed array. Each time when we develop a new node, we should compare it wth
each node in the traversed array to see whether they are equal. If so, we stop the developing
procedure from this new node and do not save it in the array. And we make a label for this node
to copy all possible following nodes to this branch from the root node and ensure all possible
sequences. If not, we save the new node in the traversed array and continue the developing
procedure again. This is the second stop condition for reachability tree. The reachability tree of
a Petri net has been proven to be finite[34].

Generation of Sequences from Petri net

Petri-net based representation of the system and the algorithm for generating all possible task-
level sequences given the initial states and final states has been implemented. Some operations
could be performed at the same time in the case of non-conflicting of resources. Therefore,
Parallel operations are also implemented in this planning system. All possible sequences could
be found in the reachability tree. One possible path from the root to the terminal node
corresponds to a possible sequence to go from initial states to the final states.

Here we provide an example to see how this planner works. For the sake of convenience, we did
not only set initial states and final states for the system to get the task sequences because a great
number of sequences will be generated. To emphasize some important constraints and see
whether the system really finishes some tasks, we add some intermediate states. For example,
we define the initial states as (P, P3, P6, P10) (all objects are in the static original states).
The final state is (pl, p9, plo) (robot holds handled garment). If we need a pressed garment
from the robot gripper, the garment should have passed the state of seam align as well as smooth
and pressing state. Therefore, the following procedure obviously represents the whole pressing
sequences which should pass through initial states, intermediate states and final states.

(P1 P3, P6. Pl0)(initial states) = (P6, Pl0, P1 7)(seam align) * (pl, p9,
p II)(robot holds garment) (Pl, P6, P16)(smooth) * (P1, P6,
P15)(pressing) = (pt, P9, Pl)(robot holds handled garment-final
states).

We just choose one sequence from all possible sequences for this particular problem. The result
is shown as follows:

(P1, P3, P6, P0) -* t2(handler opens) -f t3(garment reaches handler)
t6(handler closes and grasps garment)-* t32(seam align)
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(P6, P0 117) -4 t28t31(press opens and handler holds garment) -4

t7(robot reaches handler which holds garment) - t12(handler opens and
robot grasps garment) -, t13(robot holds garment and leaves handler)
tl (handler closes) =*

(P1 1 P9, P1 1) --* tl6(robot which holds garment reaches press) -4 t18(robot
puts garment on press and leaves press) -* t29(smooth)

(P1, P6, P16) -- t30(garment on press and press opens) -0 t24(press closes
and works)=*

(PI, P6. P1 5) -* t23(press opens) tI 7(robot reaches press) -4 t1 5(robot
grasps garment and leaves press) -* t27(press closes) (Pl, P9, Pl 0)

Conclusions

The application of Petri net concepts in the task level planning tor robotic garment handling
system has been described in this section. We could obtain all possible task sequences after
constructing the reachability tree from the Petri net. The method for mapping system AND-OR
network to Petri-not is straightforward. This off-line planning system has been implemented.

2.4.1.2 Object-Oriented Integration

This section describes an object-oriented approach to the integration of an automated garment
handling system. Both the software architecture and the hardware configuration of the system
have been carefully addressed. To implement the object-oriented integration of the whole
system and coordinate the operations of all devices, we have set up a hierarchical structure of
the object-oriented environment. The highest layer is a task planner which receives input
from the user and the system Petri net descriptions. The second layer is the operations planner
which receives input from the task planner and generates the operation sequences and sends the
sequences to the lowest control and execution layer. The commands generated at the lowest layer
could be directly sent out to control the robot, sensor and other mechanisms in the system.
According to the hierarchical structure of system integration, we have also developed a
hierarchical command language to implement the software architecture. The definitions of high
level commands will be proposed in this paper.

The high level algorithm for performing the pressing task in the garment handling system could
be described as follows:

Algorithm Performing the pressing task.
Input: Waiting garment.
Output: Garment which has been pressed.
Background: Garment handling system
Constraint: Well pressed.
Let g be a garment object to be processed.

1. Transfer g from the garment handler to the seam alignment device. This is currently
accomplished by human hands.

2. Use vision sensor to detect the seam first. Run a corresponding algorithm to calculate
how far (how many turns) seam should be move' to be aligned. Then the vision sensor
might bp ,,d- qaain tr rnnfirm th? seam alignment.
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3. Control the robot gripper to grasp g and transfer it to the press.
3.1 The two clamps of the robot gripper hold the two ends of g which is grasped
by the seam alignment device.
3.2 The seam alignment device releases the garment and the robot gripper fully
holds g.

4. Robot transfers g to the press following a fixed path.

5. Press cycle starts.
5 1 After the robot gripper reaches the surface of the press, the cuff end gripper
opens and traverses off the press buck.
5.2 Smoothing is done by the robot if required.
5.3 Press closes and starts cycle.

6. Press opens and the g is removed.

The interface between the human and the system is the host computer. Before the system starts
working, the human needs to input the initial states and final states of the system to the
computer. The computer will first generate all possible high level task sequences and among
them, choose the most efficient one and then generate the lower level operation sequences
corresponding to each task sequence. Each lower level sequence will at last be mapped to a
machine level command program. Each program will be directly used to control the robot and
other mechanisms in the system. During the working of the system, new information might also
be fed back to the computer and the control commands might be updated to coordinate the system.

The initial task in the development of system integration is the definition of hardware and
software architectures to control the various devices and operations which will be required in
the implementing of the automated garment handling. Based on our initial definitions of the
task, we have defined these architectures as follows:

Hardware Architecture:

The system includes a set of control mechanisms and sensor devices which interact in the
execution of the overall task. The integration of these devices and sensors is accomplished by a
host computer(figure 47). This host computer incorporates centralized planning and control
functions as well as coordinating communications among the sensors &nd devices. From a
hardware standpoint, the host computer is physically linked through communications interface
boards to each of the control mechanisms and sensors. Some control mechanisms such as the
GMF robot have their own controllers and controller languages. In these cases the host computer
provides controller level commands across the communications link. In other cases, the
mechanisms and sensors are interfaced directly to the host computer, and in this case local
controller boards and software has been developed to provide direct interface to these devices. In
the initial phase of the project, reliability of communication and control has taken priority
ovei cal :ime speed of execution. Therefore, this first generation architecture emphasizes
structured modular interfaces and communications protocols. More complex dynamic
interactions between sensors and controllers will be added to the system in later developments.

Software Architecture:

The software architecturc fo- Ihc sy.'ern i, bns, d on - sc'nfi-,jralion state description of the
mechanisms and objects being handled. Systematic enumeration of states and sub-states of the
system is utilized as a basis for generating sequence plans of operations for execution of the
tasks. The systematic state description of the process also facilitates the generation of error
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recovery and state verification techniques. The overall software includes a user interface which
permits operator interaction with the system, a planning level which permits sequencing of
operations, and an execution level. Within the execution level is a set of device and sensor
software modules and drivers which incorporate the specific motion control, sensor
interpretation, and communication protocols for the various devices. The execution level of
software specifies three classes of motion which may be mapped onto various devices and
mechanisms. These three classes include gross motion, fine motion, and grasping. The
execution level aloo recognizes three classes of sensor functions. These include state validation,
state interrogation, and sensor-based tracking. The task level control structure coordinates thp
mapping of task and operation sequences from the planner onto functional modules at the
execution level. In addition, the software system incorporates a data-base structure which
accommodates model-based information regarding state configurations, geometry, and material
properties. In the first stage of development of the systems, this model-based information is
not used for control and execution. However, as the system software architecture develops,
model-based information becomes fundamental to the development and implementation of task
plans.

Background

An object-oriented approach to software design was derived from work on information
hiding[46], abstract data types[471, and, most significantly, from work on object-oriented
programming languages like Smalltalk[48], C++[49], and concurrent Prolog[50]. Object-
oriented languages simplify the implementation of an object-oriented design, but the principle
of designing a system as a set of interacting objects is distinct from implementing that
system[51]. Object-oriented design differs from the more familiar functional approach to
design in that it views a software system as a set of interacting objects, with their own private
state, rather than a set of functions. Conceptually, objects communicate by passing messages to
each other, and these messages initiate object operations. Thus, communication may be
asynchronous and an object-oriented design may be realized as a parallel or a sequential
program. In practice, although the operations in an object are implemented by corresponding
procedures or functions, they are actually the point of implementation rather than the original
idea of design. Using object oriented design to implement the integration of our garment
handling system, we can limit the communications between the objects in the system to message
sending. No shared data areas exist among all the objects in the system. Because each object
will become an independent entity, the changes and accesses of the state and information on a
particular object in the system may be made without reference to other system objects.
Furthermore, object oriented design may eventually implement the parallel operations in the
distributed objects given by the Petri net based task planner.

In an object-oriented language, everything is defined as an object or system of interacting
objects. Individual objects are implemented as framelike structures whose slots contain either
variables or procedural information. Procedures are expressed in an appropriate programming
language as mentioned above or even a rule-based expert system language[52]. The major goals
of choosing a convenient object-oriented language are to improve programmer productivity and
cost of software maintenance. When object-oriented programming is used, the design phase of
software development is linked more closely to the implementation phase.

Many discussions have been posed on the concepts in the area of object-oriented design and
object-oriented programming[53-56]. For the sake of more clear understanding of our future
discussions, we first propose some relevant definitions and descriptions as follows:

class: A class is a description of one or more similar objects. For example, the class garment
is a description of the structure and behavior of instances, such as garment_ 1 and garment_2,
which have different color but the same size, style and materials. Objects of the same class have
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common operations and therefore uniform behavior. Classes have one or more "interfaces" that
specify the operations accessible to clients throuigh that interface. A "class body" specifies code
for implementing operations in the class interface.

object: The primitive element of object-oriented programming. An object has a set of
"operations" and a "state" that remembers the effect of operations. Objects combine the
attributes of procedures and data. Objects store data in variables, and respond to messages by
carrying out methods.

ir,tance: The term "instance" is used in two ways. The phrase "instance of" describes the
relation between an object and its class. The methods and structure of an instance are
determined by its class. The noun "instance" refers to objects that are not classes.

class variable: A class variable is a variable stored in the class whose value is shared by all
instances of the class. Compared with instance variable.

instance variable: Instance variables (sometimes called slots) are variables for which local
storage is available in instances. This contrasts with class variables, which have storage only
in the class.

method: In object-oriented parlance, the operations that are defined for class are called
methods. These methods are analogous to procedures and functions in non-object-oriented
languages. Method implements the response when a message is sent to an object.

message: The specification of an operation to be performed on an object. The process of
invoking a method is called sending a message to the object. Such a message typically contains
parameters just as in a procedure or function called invocation in a non-object-oriented
language. The invocation of a method (sending a message to an object) typically modifies the data
stored in that particular object.

abstract data types: Abstract data types are the centerpiece of object-oriented
programming. An abstract data type is a model that encompasses a type and an associated set of
operations. These operations are defined for and characterize the behavior of the underlying
type.

For this project, we use C++ programming language to implement the object-oriented
integration for the garment handling system. C++ was created by Bjarne Stroustrup in the
early 1980s. C++ is an extension of C with various facilities, not all of which have to do with
object-orientedness. Though C++ is at the problem level, it still maintains contact with the
machine level implementation if applicable. Class in C++ is a very good implementation of the
abstract data type. Before we discuss an example of class which we implement in C++ language,
we will briefly describe the differences between class and object.

Objects are real entities which could be comprehened in the real world. The integration of our
system is based on the characteristics as well as some operations relating to the objects. In the
C++ environment, one or more similar objects, i.e., the same kind of obiects, are represented
as a class. In other words, one kind of object corresponds to one class.

Class is illustrated by the following example:

class ROBOT
{

int gripper state;
int arm load state;
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int where;
public:
robot(int, int, int);
int get gripperstateO;
int get arm_loadstate);
int get whereO;
void change._gripper state(int);
void changearmjloadstate(int);
void set r place(int);1;

In this class, there are three private variables which could only be accessed within the object
ROBOT. The first operation defined in the member functions of the class is the instance
initializer. The following operations perform the functions either to get the current state or to
update the current state. We propose a detailed explanation as follows:

int gripperstate: gripper is open or not. "0" represents open and "1" represents
closed.
int armloadstate: gripper is loading garment or not. "0" represents empty and "1"
represents full.
int where: where the gripper is. We define a set of integers corresponding to the places
of all mechanisms in the system. Therefore, where represents the value of this integer.
get_.gripper stateo: obtain the value of gripperstate.
get arm_load_state(): obtain the value of arm_loadstate.
getwhereo: obtain the value of where.
change.gripper state(int): reset the value of gripper-state.
changearmloadstate(int): reset the value of armloadstate.
setr_place(int): reset the value of where.

High Level Object-Oriented Design for the System

From figure 44, we know that the main objects of the system are ROBOT, GARMENT, HANDLER,
SENSOR, PRESS and HOST COMPUTER. The host computer will interpret the high level operation
commands to the lower level control and execution commands and then sends these commands to
the controller interfaces and other interfaces to directly drive the corresponding devices to do
some desired operations so that the current states of the system could be updated. Although the
host computer takes the most important and key role in keeping and changing the states of the
whole system, from the view of the users, they could only directly see the changes of the states
of other mechanisms such as robot, handler, sensor, etc. Moreover, the users need a convenient
interface to interact with the system, i.e., the host computer. Therefore, we don't consider the
host computer as one class in our object-oriented system. This is due to the fact the host
computer is an implementer of the system integration and object-oriented programming.
Because the command (including the high level command and lower level command) is the only
interface between the host computer and outside world of the system, to make the
implementation more convenient, we also consider the command as an class in the system.

Therefore, we consider the six main classes for the system, i.e., ROBOT, GARMENT, HANDLER,
SENSOR, PRESS and COMMAND. We only consider the high level object-oriented
implementation here. COMMAND has three different formats. One format of command need not
specify the name of the object but just describe the characteristics of the operation. For
example, if we want to assign a command for seam-align, we could just give out the description
of the operation. Another kind of command needs one object as operand. This is because many
objects might do the same operation like "open" or "close'. The third kind of operation has two
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operands and one operator. For example, if the robot is assigned a task to move the garment to
the press, this command needs one 'move" operator and two operands "garment' and "press". It
will be convenient if we separate the command into several parts such as operands and operator.
Thereafter, we could easily construct each separated command part from string structure or
class and then construct the command from those separate parts. 1/e introduced the class
COMMANDOP for the reason mentioned above.

We also include the two classes MENU and INTERFACE for the sake of conveniently making the
communications between users and the host computer and between the host computer and the
system. The diagram of these communications are shown in figure 48.

Now we identify the hidden data field as well as operations in each object. The hidden data field
could not be directly accessed by other classes. For the high level system design, we pay the
most attention to the current states of the system. The m3aning of the system states is the
combined states of all objects in the system. The high level command language is based on the
high level system state descriptions. Therefore, for each class in the system, we pay attention
only to the state description of each object. The specific descriptions of the private data field for
each object are as follows:

1. ROBOT:

gripper state: the gripper is open or not,
armloadstate: the gripper is full or not,
where: the place of the gripper.

2. GARMENT:

alignstate: the garment is aligned or not,
smoothstate: whether the garment is smooth or not,
whereon: the place of the garment.

3. HANDLER:

handlerstate: the handler is open or not,
handlerloadstate: the handler is full or empty.

4. PRESS:

Pressstate: the press is open or not,
press_loadstate: the press is full or not,
presswork-state: the press is working or not.

5. SENSOR:

sensor place: the pl,-,e of the sensor,
smoothinfo: the degree of the smooth state,
aligninfo: whether the seam is aligned or not.

6. COMMAND:

commandopl: the operator of the command,
commandop2: the first operand of the command,
commandop3: the second operand of the command.
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7. COMMANDOP:

size: the string length,
op: string of characters.

8. INTERFACE: none.

9. MENU: none.

The operations contained n each object are also called methods, which could be thought of as
functions or procedures existing in the object. When a message is sent from other object to this
one, one particular method will be fired and the system states will be updated. Those operations
of high level objects are listed as follows:

1. ROBOT:

initializerobotinstance: create a new robot object instance,
get gripper state: obtain the value of gripper-state,
getarmloadstate: obtain the value of arrm load_state,
getwhere: obtain the .alue of where,
changegripper state: reset the value of gripperstate,
changearmjloadstate: reset the value of armloadstate,
set r place: reset the value of where.

2. GARMENT:

initialize-garment_ instance: create a new garment object instance,
get aign-state: obtain thi value of alignstate,
getsmoothstate: obtain the value of smoothstate,
get_whereon: obtain the value of whereon,
setwhere-on: reset the value of whereon.

3. HANDLER:

initializehandlerinstance: create a new handler object instance,
gethandlerstate: obtain the value of handlerstate,
get_handlerloadstate: obtain the value of handler_loadstate,
sethandlerstate: reset the value of handler-state,
sethandler load state: reset the value of handler loadstate.

4. PRESS:

initialize-press_instance: create a new press object instance,
get._press state: obtain the value of press_state,
get press load state: obtain the value of pressload-state,
getpress-work state: obtain the value of pressworkstate,
setjpress state: reset the value of pressstate,
set press load state; reset the value of press load state,
setpresswork state: reset the value of press work state.

5. SENSOR:

initialize-sensorinstance: create a new sensor class instance,
get smooth state: obtain the value of smooth state.
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get alignstate: obtain the value of alignsta.e,
get sensor place: obtain the value of sensor_place,
set place: reset the vaIle of sensor-place.

6. COMMAND:

constructor: construct a cc ,;.,nd object instance,
destructor: destruct a command object instance,
initializecommandinstance: create a new command object instance,
get opl: obtain the operator of the command,
get-op2: obtain the first operand of the command,
get op3: obtain the second operand of the command,
command interpreter: analyze and interpret the command obtained,
print command: show the command on the srcreen.

7. COMMANDOP:

constructor: construct a command op object instance,
destructor: destruct a command-op object instance,
initialize-commandop: create a new commandop object instance,
get cop: obtain the value of commandop,
print command op: show the value of commandop on the screen.

8. INTERFACE:

display getchoice I(character): show the choice given by the user on the screen which
is represented in character,
display gctchoice2(integer): show the choice given by the user on the screen which is
represented in integer,
processcommand: receive the command typed by the use and scan it.

9. MENU:

displayjtitlemenu: display the title menu on the screen,
displaymain_menu: display the main menu on the screen,
display manualmenu: display the manual-driven menu on the screen,
display automenu: display the auto-driven menu on the screen.

Software Architecture for the Object-Oriented Environment

The system software architecture consists of three layers. Each layer is supported by and
supervises the layer below. The highest layer is designed for the user and the lowest layer is
desi.qned for the controller interface of the various devicos in the system. The user could also
inteiact with the lower layer if needed. The hierarchical structure is also embodied in the
command language and object-oriented programming for the system. Using layer concepts, the
users could only care about the high level description of the system and send high level
commands to the system. The implemen!ation details of these commands are normally not
transparent to the user. Therefore, we define the system software architecture as shown in
figure 49. As mentioned above, from figure 49, we notice that the user could interact with
three layers, i.e., task planner, operations planner, and control and execution layer. However,
the user will have the closest relationship with the task planner. Even if the lower layer feeds
back errors or help information to the task planner layer, the task planner could re-select
another sequence from all possible sequences. If necessary, the planner could also replan the
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sequences or ask the user to provide a new set of initial state, intermediate states and final state.
Thus, the error recovery could be handled systematically and efficiently.

The initial planning soquences could be generated using off-line programming methods. The
details of the work of task planning as well as sequences generations have been discussed in
previous sections. The highest level task planner will then send the selected task sequence to the
lower layer operations planner. The planner of this layer will scan the task sequence and plan
each motion/sensing sequence corresponding to each distinct operation in the high level
sequence. For example, if the operation is to order ROBOT which is grasping GARMENT move
from the place of HANDLER to the place of PRESS, the operations planner will decide which path
to follow. The problem of path planning for the robot wiil then be proposed and solved. Another
example is that if the seamalign operation is needed to be executed, then the first operation
should move SENSOR to the place of HANDLER and then the sensing operation could start. We
should plan both motion and sensing sequences In this case. If the operations planning could not
be accomplished because of the dead-lock of resources, the operation planner layer may send a
message to its upper layer and suggest the task planner to replan the sequences.

Although the operations planner contains more details about the practical updating of the states
as well as operations of the system, it is not the lowest level of the software integration system
because it could not be used to directly drive the devices in the system. This layer is the bridge
between the user and the system. Each operation command should be mapped to or interpreted as
more complete and more realistic commands which could be directly recognized by the objects
in the system. Therefore, the task of the third layer in the software architecture is to receive
the intermediate commands from the layer above and interpret or translate them. Then the
machine-level control commands will be sent out in a real time fashion. The feedback
information as well as error handling request from the system should be also passed to the
control and execution layer as shown in figure 50.

As we will mention in the next section, we will define a command language which will include
both high level commands and lower level commands. Although it is not necessary for the
operator of the system to be familiar with the command language because the information of the
states of the system is sufficient for him to operate the system, it is still important to make the
system more flexible and reliable through the development of the command language. The
connections of the user interface with the operations planner and control and execution layer is
through the commands from the command language.

Additionally, we define the connections between fixed database or runtime database to all three
layers and the connection between the two databases themselves. The fixed database contains a
Petri net representation of the system, garment handling knowledge, modeling information,
descriptions of command language and other relevant knowledge. The runtime database includes
the system states, error information and other information which describes the run-time
records. The fixed database may accept the information from the runtime database as fixed data.
The runtime database may also absorb the data from the fixed database as reference. The
information in the database is accessible by all three layers of the system architecture.

It seems that we could not feel the existence of the fixed database or runtime database in our
object-oriented environment. Actually, the contents of these two databases have been
distributed to all objects in the system. The independent and safety characteristics of data in the
object-oriented system are consistent with those in the fixed or runtime database. The
communications with the fixed or runtime database could be considered as message sending
procedures.
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Object-Oriented Environment for the System

We combine the object-oriented approach with the hierarchical structure and derive the
object-oriented environment for the garment handling system as shown in figure 50. We could
consider the object-oriented environment as the interface between the user and the devices in
the system. The data the user inputs to the environment is ultimately transformed to the data
faced to the machines. We give a formal definition for the object-oriented environment as
follows:

object-oriented environment: Object-oriented environment is a convenient and efficient
interface between the operator and the object-oriented system. The objects and command
generation in the system are all defined as hierarchical structures. The machine level
programs corresponding to the special high level task will be generated in sequence and the
implementation of the object-oriented environment is through object-oriented programming.

We have actually discussed most of the environment in the previous sections. As mentioned in
previous sections, the task planner will accept initial, final and intermediate states from the
user and system Petri net description from the fixed database as input and generate the high
level task sequences. The elements in the task sequences correspond to the transitions in the
Petri net. However, some transitions in the Petri net have similar characters or relate to the
same operations. Thus, we should interpret each transition in each sequence to a sequence of
macros or high level commands based on a transition table (figure 51). The generated high
level commands will then be sent to the high-level objects. We call this procedure message
sending. Before a message is sent to a desired object, the object matching process should be
performed. After we eventually find the corresponding method in the object, we then fire this
method and the corresponding data or states should be modified. Then message sending could be
considered as finished. For the sake of the completeness, we compare the descriptions of high-
level objects and lower-level objects as follows:

high-level object: A high-level object is a task-oriented entity when we use the object-
oriented approach to implement the system. The set of high-level objects may be equal to that of
major objects in the system because most of the operations are concerned with the major
objects. All methods in the high-level objects are described as high-level commands in the
corresponding command language.

lower-level object: A lower-level object is an implementation-oriented entity in the
object-oriented system. Each lower-level object is either a lower-level command generator or
controller or some other object that is not a major object in the system. When the method in a
certain lower-level object is fired, a corresponding control instruction will be generated to
directly drive some device in the system.

The communications between high-level objects and lower-level objects are also through
message sending (figure 52). The motion/execution level robot or sensor prugrams generated
by the lower-level objects form the second-level commands. These commands construct the
control and execution layer of the system software architecture. The sensory information may
be fed back to this layer and if necessary, the lower layer may ask for help from upper layer.

Under the object-oriented environment, each object will coordinate with others and data flow in
the system could be clearly tracked. Moreover, if we want to add some new objects to the
system, we might only pay attention to a certain part of the system. Therefore, the system will
have a strong extensibility. Also, the error handling in the system will be convenient because
the errors may concern only one or several objects.
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High-level Command Language for the Object-oriented Environment

As mentioned above, suppose the user only interacts with the task planner in the object-
oriented environment, i.e., the input of this environment is the state flow chain shown below:

START st-+ INTER st1 -- INTER st2-+ -AINTER stn-+FINAL st

A complete sequence from START state to FINAL state could thus be combined as:

(sequence I)(seqJence 2)(sequence 3) . . (sequence n+1),

which corresponds to a sequence of transitions shown in the Petri net diagram.

Due to the hierarchical structure for the planning system, using the translating and/or
interpreting technique, we could ultimately generate the corresponding command sequence,
which could be directly implemented or executed by the control or execution mechanisms in the
system.

To accomplish this aim, we should first generate the macro-instructions. Every transition in
the Petri net model of the system could then be considered as just a macro or a set of macros.
Notice we only consider the high level objects here.

Each macro consists of operator and/or operand(s). Some macros may have no operand because
the operator itself contains enough information. For instance, seam-align will need only one
operator to express the operation. Some macros need one operator and one operand. Open press
and open handler are two examples of this case. Other macros need two operands and one
operator. This kind of macro is mostly related to the robot. If the robot is ordered to move the
garment to the press, the macro needs both garment and the place of press as two operands in the
command. The initial high level commands are defined as these three kinds of macros.

The following is the definitions of the high level command language for the object-oriented
environment of the system. We first give the five high level objects. They will appear in the
macros as operands.

handler, garment, press, robot, sensor

Then, a set of operators which will have either default operand, one operand or two operands are
defined as follows:

tse = to the state of SEAMALIGN
fse = from the state of SEAMALIGN
tsm to the state of SMOOTH
fsm = from the state of SMOOTH
ope object_name open (some mechanism)
clo object_name close (some mechanism)
onw object_name electricity is on
ofw object_name electricity is off
rea objectname 1 object_name 2 = object 1 reaches object 2
lea objectname I object_name 2 = object I leaves object 2
rel object name 1 objectname 2 object 1 releases object 2
obt objecLname 1 objectname 2 object 1 obtains object 2
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Every transition in the Petri net model (figure 46) couid now be presented by the macros:

tl clo handler

t2 -- ope handler

t3 -- rea garment handler

t4 - lea garment handler

t5 - ope handler
rel handler garment

t6 -4 obt handler garment
clo handler

t7 - rea robot handler

t8 - lea robot handler

t- lea robot handler
lea robot garment

t0 rea robot garment
rea robot handler

tll - obt handler garment
clo handler

t12 - ope handler
rel handler garment

t13 - obt robot garment
lea robot handler

t14 - rea robot handler
rel robot garment

t15 - obt robot garment
lea robot press

t16 -- rea robot press
rel robot garment

t17 -4 rea robot press
rel robot garment

t18 - lea robot garment
lea robot garment

t19 - clo press
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t20 - ope press

t21 - lea robot press

t22 -- onw press
rea robot press

t23 -* onw press

ope press

t24 -4 clo press

t25 4 rea garment press

t26 - lea garment press

t27 - clo press

t28 -4 ope press

t29 -4 tsm

t30 -4 fsm

t31 -4 tse

t32 - fse

Using the above definitions of the high-level command language, we obtain the high-level
commands for the operations planner layer according a special task. We show a simulation
example to see how the high level command is analyzed and executed as follows:

In response to: rea robot handler, the system will perform the following operations:

(1) Send message to ROBOT class to create a new instance.
(2) Send message to HANDLER class to create a new instance.
(3) Check operator. Get REACH. Send message to ROBOT instance with the parameter
HANDLER.
(4) Create a corresponding lower level class instance. ROBOT send a message to this
instance.
(5) The lower level class instance send program to the robot controller, sensor and/or
other mechanisms.
(6) The lower level class instance notify ROBOT that the task has been finished.
(7) Go to the next macro-instruction.

Up till now, we have completed implementation of some parts of the object-oriented
environment for the garment handling system as shown in figure 50. We have finished the
design and simulation of the user interface, task planner, system Petri net representation,
transition table, high level command language as well as the high level objects and their
relationships. The second-level command language and the design of machine level programs are
ongoing.
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Conclusion

The object-oriented approach described provides flexible architecture for integrating the
garment handling system. The representation of objects as a hierarchical structure offers a
natural grouping of real entities in the system. The object-oriented environment could be
considered as a transformation function which takes the state descriptions as input and
generates the machine-level control instructions as output. Sensory feedback information and
error handling request could also be sent to the environment as adjust information. Much effort
has been spent on defining the high level command language. The most important approach we
have performed may be the unity of the description of the hierarchical software structure,
objects and command language. The concepts of object oriented environment could be further
derived and applied to other robotic application areas.

2.4.2 Control Hardware and Software

Introduction

This section of the report will cover the work done to bring together the necessary resources
and technology, both physical and computer software, to enable the eventual integrated control
of all components in the garment handling system. It does not cover the research and software
for developing the object-oriented integration software and petri net based task planning (this
is covered in other sections), but rather addresses the other hardware and software
requirements that the integration software will need to control the operation of the system. So,
in this section, jnt...g..a ji refers to the high level, object-oriented, integration and task
planning research and software, whereas control refers to all of the other assets required by the
integration software to manage operation of the system's constituent components.

Overview

In the integration software, there will essentially be an internal representation or model of
each of the various components of the garment handling system. The model for each component
will represent the different states the component can be in, as well as the various operations the
component can perform in its different states. The task of the control hardware and software,
then, is to make certain that the state of each component's model is kept identical to the actual
physical state of the corresponding component in the system. Note that this is a two way
process, as the integration software must both initiate operations that change the state of the
component, as well as respond to changes in the state of the component initiated by external
events.

The task of control then, is to present the integration software with a set of interfaces from each
of the component's models to the hardware of its corresponding component. These interfaces
should be consistent in their structure, so as to eliminate duplication of effort in constructing
the interface for each model. Each interface must, however, differ in content to reflect the
different requirements for each component. The interface is then the medium of communication
between the model and the component, but not the message.

Since there is a wide variation in how the host computer will control the various components of
the system, both from component to component and from the research system to the final,
commercialized system, the integration software will have to be tailored to suit each component.
The structure of each interface unit (one for each model, component pair) will then only remain
the same between the unit and the model, and differ between each unit and its component. The
control hardware consists of all of the various devices that allow the various integration
modules to control the components.
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General Approach

The entire garment handling system will be controlled by one central computer, called the host
computer. The sum total of all the software that will run on the cell controller will be called
the system control software. It will consist of the integration software, control software and the
operating system. In any software project, it is desirable to break down the task into smaller
parts that are more easily developed and tested, and then to assemble the parts together. In a
large project such as this, it is absolutely mandatory.

This modularization can be achieved with two basic methods. The first, is to make each module a
sub-program or function. Then, the functions are combined, along with the main program, to
form one large program. This approach is really only viable for smaller scale projects, since it
requires the software engineers to keep track of all of the details necessary to have the functions
interact with each other and to allocate the resources of the computer to each function. It also
complicates the testing of each function. Since functions cannot be run by themselves, a test
program must be written to verify the proper operation of each function.

A more flexible approach is to employ an operating system that handles the interaction and
resource allocation chores, and allows each module to be written as a stand alone program, thus
simplifying testing. Such an operating system is known as a multi-tasking operating system
with inter-process communications. Furthermore, the operating system should be real-time,
which means that it will respond to external events within a predictable, repeatable amount of
time.

For development of the cell control software, we chose the UNIX operating system. While UNIX
is not real-time, most real-time operating systems are modelled after UNIX and employ the
same or similar multitasking and inter-process communication features, thus simplifying the
task of porting the cell control software to a real-time operating system. There are even real-
time versions of UNIX available. Since real-time operation is not necessary for development,
we chose UNIX because it is multi-user and provides what is probably the richest software
development environment available for any operating system. This greatly enhances and
simplifies the process of having many different persons programming various modules of the
software. UNIX was also built from the ground up on the philosophy of having small,
specialized, easily understood and tested stand-alone programs combined to make large
applications, which is precisely the approach we require.

Specifics

The Host Computer

The basic computer is an IBM(TM ) compatible ISA (PC/AT) bus machine with a 33 MHz 80386
CPU, 8 Mb of DRAM, a 64 KB SRAM cache, a 150 Mb ESDI hard disk, and Super VGA color
graphics. The machine was originally run under MS-DOS version 3.3 in a 40 Mb partition of

the hard disk. The machine now runs under SCO's Open Desktop (T M ) operating system, which is

an implementation of UNIX System V Release 3 bundled with X-windows and the Motif(TM) user

interfacp. The software also includes the Ingres(TM) relational database and Merge386 T M )

(for running DOS under UNIX). UNIX resides in the remaining 110 Mb of the hard disk. The
computer is connected to RPI's fiber optic backbone network via the CMPTT's Ethernet sub-
network, allowing access to ARPAnet, NSFnet, 'The INTERNET" et. al.
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Software development is done using the Open Desktop Development package and a C++ compiler
from Oregon Software. All I/O is currently being conducted through existing DOS based packages
running under UNIX. This currently includes communications with the GMF robot and the seam
alignment device. I/O is being ported to UNIX for consistency and improved performance.
Besides offering a temporary solution, the capability of running the DOS based packages under
UNIX gives us a known benchmark for testing of the ported software. The ISA bus and DOS
combination is far and away the hardware and software architecture with the largest variety of
products available that are suitable for use in control applications, and this was a major factor
in the choice of architecture.

Setup, configuration and maintenance of a large system like this was in itself a major task
throughout the year. In addition, several devices were added and features upgraded. A math co-
processor was added to speed up floating point math operations, such as those used in the vision
and sensing requirements. A 320 Mb (formatted) ESDI hard drive was added as an additional
UNIX file system, bringing total disk capacity available for UNIX to over 400 Mb formatted. A
tape drive was added for backing up the UNIX operating system and user files, and a standby
power supply was attached to the system to prevent damage to the UNIX filesystems in the event
of an unscheduled power outage. The Open Desktop Server Upgrade was installed to provide
support for more simultaneous users. An additional 4Mb of DRAM was added, bringing the total
to 12Mb, to support this. Also, a four-port serial interface card was added to support extra
terminals and 1/0. All of these upgrades and additions required a substantial amount of work to
install, test and maintain.

The Robot

The robot is a GMF S-700 robot with the KAREL R-H controller and the Insight ( T M ) vision
system. In addition, we have acquired several -additional tools for using the robot in conjunction
with a DOS based PC. The OLPC package allows off-line programming in the robot's KAREL
language, file transfer to and from the robot's bubble memory file storage devices, and
monitoring of the robot's status. The KCS-PC package is a set of C language callable DOS
routines for transferring files, variable, and status information between the KAREL controller
and a DOS program. The package also allows a DOS program to assume control of the robot by
starting and stopping programs, issuing commands, etc.

The host computer was originally configured with MS-DOS 3.3 operating in a 40 Mb partition
on the first hard drive. The OLPC package, which arrived first, was used to support software
development (in KAREL) of the original seam alignment and wrinkle detection vision

experiments using the Insight ( T M ) system. Later, the file transfer mechanisms were used to
transfer images acquired with the GMF to DOS files. When UNIX was added to the host computer,
the DOS under UNIX feature was employed to transfer the images to UNIX on the host computer
and other UNIX workstations (using the network connections) for further research.

The KCS-PC package was used to communicate the results of the initial seam detection software
running under KAREL back to the host computer to perform the actual seam alignment. As the
vision tasks are now being moved from the KAREL controller to the host computer, this function
for the KCS-PC link will no longer be necessary. KCS-PC will be employed, initially with DOS
under UNIX, for the control software to manage the GMF robot. Work has been progressing to
determine the best way to port the KCS-PC functions to run directly under UNIX. OLPC and
KCS-PC use part of the MAP suite of protocols (MMFS) running on top of DDCMP (a Digital
Equipment Corp. serial protocol that is widely used) to perform communications with the
KAREL controller. All control functions that are currently implemented with DOS under UNIX
are being ported to "pure" UNIX to improve performance and increase portability.
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The Press

The press's controller is a very simple dedicated digital sequencer. It's built-in "intelligence"
or computational power is extremely limited, and it has no provision for input signals from
sensors that may need to be added or from other components in the system. Since it only
performs the function of turning on and off various relays and solenoids in the press in a simple
programmed sequence, it was decided to bypass this controller directly and replace its
functionality with some of the available digital I/O channels in the GMF robot. This approach
was chosen so as to obviate the immediate need for performing low-level I/O operations in the
host computer directly. It is more efficient for the host computer to communicate with
"intelligent" devices, thus reducing its computational, real-time burden. Also, the operation of
the press is most closely tied-in with that of the robot, so it was a logical choice for assuming
the responsibilities of press controller.

The Seam Alignment Device

The seam alignment device is actuated by one solenoid valve operated air cylinder and one
stepper motor. The solenoid valve is controlled by a digital I/O line from the robot controller.
Under most experiments to date, its operation, which grabs or releases the trouser leg, is
controlled by the robot program. The KCS-PC package, however, allows direct operation of the
robot 1/O ports from the host computer as well. The stepper motor is controlled by an
intelligent control card in the host computer. Its driver software is provided by the
manufacturer to run under DOS, and we have been using it first with stand-alone DOS, then DOS
under UNIX. Efforts to port the driver for this card to UNIX have been underway.

The Trousers Transfer Gripper

This device, which is used to transfer the trousers leg from the seam alignment device to the
press, is actuated by two solenoid valve operated air cylinders and one servo motor. The valves
are controlled by robot I/O, and since the gripper is attached to robot, they are always under
control of the robot program. The servo motor is controlled by a stand-alone, intelligent motor
controller that interfaces with the host computer over an RS-232C serial communications line.
The KCS-PC package is being used now, pending full implementation of the integration and
control software, to coordinate control between the robot and the gripper.

The Vision System

The vision system is used for both detection of the seam for the alignment device and for wrinkle
detection on the trousers legs once they are placed on the buck. For initial investigations, the

(TM)Insight vision system was used. However, this system is not user programmable at the
lowest levels. One is limited to a package of routines that are extensions the regular KAREL
programming language. This proved to be a limitation as more progress was made, and for a

while, the Insight(TM) system was used as basically only a frame grabber. images were
transferred to the UNIX system and processing was accomplished on the host computer or on
other UNIX workstations. This approach is not suitable for extended or extensive use because of
the long transfer times required to send a file the size of an entire image.

To eliminate this bottleneck, we have acquired a frame grabber for use in the UNIX host
computer, but we are temporarily restricted from using it due to hardware constraints. At this
time, the frame grabber is being used in a stand-alone DOS PC that is separate from the host

• i computer. Images are transferred by floppy disk to the UNIX host computer for processing.

T" This Page Shall Not be Duplicated 11I 5



Conclusion

The use of the IBM compatible ISA architecture machine running first DOS, and then UNIX with
DOS compatibility, has proven to be a tremendous benefit. It has allowed us to realize some
preliminary forms o operational control software, mostly using DOS, while work on setting up
all the resourcos for UNIX proceeded in parallel. Had a non DOS and ISA compatible UNIX system
been chosen, efforts to establish a base of resources for the host computer and control software
would hav3 hampered progress in other areas of the project.

Proceeding from experience gained using DOS for the preliminary control software, we are
proceeding apace with a full UNIX based implementation of the control software. This will allow
rapid and painless interface of the control software with the developing integration software.

2 4.3 Wrinkle Sweepina

2.4.3 .1 Non-Contact Wrinkle Sweeping

Introduction

One function that may be necessary in the sequence of operations that defines the automated
pressing system is removing wrinkles in the trousers aflter they have been loaded onto the press
by the transfer mechanism. With some luck this function may be unnecessary, but until that
proves to be true we are progressing with experiments with two different types of wrinkle
removal devices: direct contact and non-contact devices. The direct contact device is discussed
elsewhere. The non-contact device involves the use of directed compressed air to blow the
wrinkles out of the trousers. The device at this time is attached to the robot as an end-e'tector
after the trousers have been placed on the steam press buck and is moved by the rot'ot in a
pattern that should "sweep" the wrinkles from the trousers.

Previous Work

There was no evidence of previous work of this type although the use of compressed air for
movement of cloth in this industry is widespread.

Description

The Gantt chart which was the outline of projected work for the Automated Garment Handling
project makes no mention of non-contact smoothing but at some point during the summer it was
determined by the group that it would be interesting to look at difected compressed air as a
means of remcving possible wrinkles in the trousers once placed on the buck. Work on this
device started back in September and has progressed through the Fall. Experiments are still
being conducted with the device to determine whether or not it will be possible to use some type
of compissed air based smoothing device.

The non-contact wrirkle remover (sweeper) in its current form is shown in figure 53. It
combines the function of the sweeper with the holding device for the light line and camera which
are used to detect wrinkles as described in the sensing section. The wrinkle sweeper and
detector is designed currently to sweep wrinkles from the crotch down to the cuff and then
follow behind with the camera and light line apparatus to check to make sure the trousers are
either wrinkle free or that ary existing wrinkles are too small to matter. There has been some
discussion that the direction of the sweeping should be changed from ruff to crotch. This could
be done with a relatively straightforward rebuilding of the device, but that has not yet been
tried.
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The device is based on using a commercially available air-jet system from Italy used primarily
in the sewing industry. That system consists of a valve V which intakes compressed air and
directs it to a manifold M which splits the air supply into five paths with manually adjusted
flow rates. These five paths lead to five air nozzles N which direct the air onto the surface of
the press. The air exits these nozzles in a relatively flat stream with a spread of approximately
80 degrees each. The nozzles are arranged such that the flows overlap and the resulting sheet of
air flow is wide enough to span the width of the trousers on the buck.

The flow through each nozzle is adjustable separately but only by manually turning the
adjustment knobs on the manifold, and thus there is no easy way yet of remotely adjusting the
flow through each nozzle. The plate that the nozzles are mounted on is manually adjustable in
attack angle so that the air flow which sweeps down to the trousers on the buck can be
experimented with until the sweeping action works properly. The solenoid S is used to turn on
and off the compressed air supply so that the flow through the nozzles can be pulsed.

Experiments with the non-contact sweeper have shown several problems. At first the flow rate
through the nozzles was too low to adequately move the cloth. The diameter of the air supply
lines was increased and the flow increased due to the decreased loss in pressure head in the
system, but the flow is perhaps still too low. A higher velocity nozzle which pushed air in a
stream was tried in addition to the other five nozzles but it was actually too strong and tended to
push the cloth about indiscriminately. The flat streams of air from the other five nozzles seem
to cause less havoc with the cloth, but are borderline on their ability to overcome the effects of
heavier cloth and the vacuum being applied by the press. Also, since the press vacuum is
probably under powered at present this problem may become exacerbated in the future. The
placement of the nozzles on the plate which determines the distance from the cloth on the buck is
also a parameter which needs to be experimented with in order to get the proper air flow
pattern.

Current experiments are concentrating on ways to increase the flow through the flat stream
nozzles, combining the effects of the high velocity but uncontrolled nozzle with the five lower
velocity flat stream nozzles, and the effects of pulsing either or both of these types of nozzles on
and off repeatedly. The flow through the flat stream nozzles can be increased by raising the
inlet air pressure or by physically modifying the dimensions of the jet itself. Increasing the
pressure would involve adding capacitive air storage tanks and a pressure regulator since we
currently feed the compressed air directly from the building supply. Modifying the actual
nozzles at this time is not very attractive because they are the only ones that we have at the
moment. Also, it is unclear whether modifying the nozzles might result in creating turbulent
flow rather than the laminar flow which currently exists.

Combining the two type of nozzles looks promising because we might be able to initiate
movement in the cloth with the higher velocity nozzle and then control the placement of the cloth
with the flat stream nozzles. The option of pulsing either one of these or both is attractive since
using impulses in force often works better at creating movement by overcoming the friction
rather than overpowering it with so much force that the motion subsequently becomes
uncontrollable. If the compartmentalized vacuum system in the steam press buck which has
been discussed in the past as an option materializes as a reality, the effectiveness of this device
should increase significantly since it will be possible to "lock" down the part of the trousers
which have already been smoothed and allow the part which has not been smoothed to move more
freely.

One difficulty with this approach is its limited ability to adapt to different conditions. Without
adding a vast amount of complexity to the system there is no way to account for different fabric
characteristics or environmental conditions such as humidity. Thus the wrinkle sweeper in its
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current form would use no feedback from any sensors and would perform the same motions all
the time regardless of whether there were wrinkles present or not. Whether it is worth adding
the levels of complexity necessary to deal with the different information available and the
different conditions possible depends on how the other parts of the system perform. For
instance, whether or not the transfer mechanism reliably places the trousers on the buck in a
wrinkle free condition and whether or not the contact smoothing device may work better or
more simply will determine in part the future of this non-contact smoothing device.

Conclusion

The work on the non-contact smoothing has not proved yet that the idea is viable, but neither
has that possibility been eliminated. The variability in the effectiveness of the device over
different ranges of operating conditions is of concern but it seems likely that these problems can
be resolved. The resolution may have to come at the expense of increased complexity and cost,
however, and the direct contact smoother may prove to be a cheaper alternative.

2.4.3.2 Contact Wrinkle Sweeping

Description

A contact wrinkle sweeping device protoype was designed and constructed at the end of year 1 to
provide a back-up method to the non-contact device described in the previous section. A pair of
these devices will be used to emulate the motions used by the human operator, which is basically
a diagonal sweeping motion from the center of the trouser leg. The contact wrinkle sweeping
device (figure 54) consists of a set of brushes mounted on a pneumatically actuated slide.
During extension of the cylinder the brushes contact the fabric to smooth the fabric. During the
retract stroke the brushes are lifted off the fabric.
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3.0 SECOND YEAR RESEARCH PLANS

3.1 MODELING

Goals and Objectives

During the second year, wA will work towards three new goals that will build directly on
progress t.ade during the first year. The emphasis will be on making these techniques more
robust, physically realistic, and useful in a practical setting. The new goals will be 1)
developing a methodology that will allow us to automatically determine reasonable parameter
settings for the general model so that it can be used to represent specific fabric and weave types,
2) using this methodology to build up a "catalog" of parameter settings for a range of fabrics,
3) develop and investigate the particle interactions and geometric structures necessary to
model the draping and puckering behavior of trouser legs, 4) developing tools that will allow
engineers working on both automation and sensing to utilize our model as part of their design
process.

The work on automating the process of parameter setting is designed to allow us to take our
general model and "tune" it so that it can be used to represent fabrics under realistic
conditions. The process will involve taking results of tests done on actual materials, and
adjusting the model so that it will mimic the results of these tests. Target material
characteristics to match include such difficult properties to quantify such as drape, wrinkling,
crease retention, the action of hydrophilic and hydrophobic fibers, weaves and finishes of yarns
and fabrics, as well as more traditional material properties, such as Young's Modulus and
Poisson's Ratio. Young's Modulus is the slope of the stress-strain of a material in the elastic
region. Poisson's ratio is the ratio of the lateral unit deformation to the longitudinal unit
deformation of a material under tension or compression. This will serve to both verify the
correctness of the underlying model, and make the model of practical use in representing real
fabrics.

A direct result of the parameter setting work will be the production of a small catalog of
parameter settings that can be used to represent a range of actual fabrics. This result will be
key in making the model useful to engineers, since the catalog will provide a compact
quantification of the properties of various fabrics within the context of a simple theory of
fabric behavior that is encapsulated in the structure of the model.

The modeling of trouser legs poses difficult problems during simulation. The first problem
involves capturing the non-regular geometric tubular structure of a trouser leg. The second
involves modeling the mechanical behavior of the seams of the leg. In order to solve these
problems we will extend the geometric aspects of our basic model to represent the non-regular
tubular structure of trouser legs. We will also develop new particle relationships that will
model the complex interactions occurring along the trouser leg seams.

Finally, to allow the integration of the model into the design process for the automation control
systems, we will imbed a version of the model within a set of software tools that can be readily
used by the other members of the project team. This will be of great assistance in the design and
testing of control strategies for automation equipment, providing a cost effective means for
evaluating and modifying designs before committing to the construction of actual hardware.

Besides our main goals, and as a demonstration task during the second year, we will produce a
series of animated film segments showing different types of fabric and illustrating their unique
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dynamic characteristics and how these characteristics impact handling. A film demonstrating

the draping and puckering of trouser legs will also be produced.

3.2 SENSING

Objective

The second year sensing activities focus on the redesign of the sensors to reflect the knowledge
which is a result of the first year program. The redesign is necessary to move the program
toward a configuration that will facilitate the transfer of this capability to the vendor
community during the third year of the research program. The software associated with the
redesigned sensors is alsc to be rewritten to Incorporate the refined hardware operation and to
enhance the integration of the sensing capability into the overall automated garment handling
and pressing system. In addition, extensions to the class of materials which are handled will be
explored to broaden the range of applicability of this technology.

Sensing Requirements

Seam alignment is performed external to the press on each leg in a hanging orientation. There
are at least two places where the seam alignment is to be accomplished, at the hem end, and
above the knee (in some instances, to within two inches of the crotch region) of the trouser leg.
At the hem end, seam location is integrated with an internal seam alignment mechanism. At the
above knee position, the seam alignment can be accomplished with either internal or external
mechanisms. Current research is in progress to address these issues.

The detection of wrinkles and other departures from the desired surface contours is performed
when the trousers are on the pressing form. If the placement on the form is sufficently
consistent, only a surface smoothness validation check is required. If the placement produces
variable wrinkles, puckers, or other departures from the nominal surface, then active
smoothing requires that the detected wrinkles be described in terms of location, orientation,
height and length.

Sensors

Three fundamental sensors have been identified during the first year: reflected light sensors
for seam location, a transmitted light sensor for both seam and selvage location, and reflected
light sensors for wrinkle detection. These sensors are to be further refined and developed during
the second year.

It is desirable to employ the most simple and robust sensing techniques to accomplish the
sensing requirements. It is clear that reflected light sensors are easier to use than transmitted
light sensors because reflected light sensors can be completely external to the trousers and do
not require the introduction of lighting or sensing devices inside the trousers as do transmitted
light sensors. Hence the emphasis on reflected light techniques in this research. However, the
results to date do not support the notion that reflected light sensing alone can locate the seams
for all the kinds of materials which are being considered. In particular, there is some difficulty
with the riliable detection of the seam location for some samples which have pronounced visual
or geometric textures. Therefore, it is prudent to continue to consider transmitted light
techniques as a backup to the reflected light seam location techniques. Further, it serves as a
redundant capability to provide more robust performance in the event of unforeseen difficulties.
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Reflected Light Sensor for Seam Location

By analyzing the reflected light from the surface of the material in the vicinity of a seam the
seam can be located. This is done for both the in and outseams at both the hem and above the knee
for both legs. The location information is passed to the seam alignment mechanism to bring the
seams into alignment. The location of the seam is especially important in the above knee region
of the trouser leg. This is because the selvage material is not usually distributed in a symmetric
fashion relative to the seam. Hence the seam location is not guaranteed to be predictably related
to the midline of the selvage boundary; but must be located by direct means. This reflected light
sensor will be the preferred method for seam location.

Transmitted Light Sensor for Seam and Selvage Location

A second generation, two-sided light and viewing setup will be built and integrated into the seam
alignment hardware and control. This sensor locates the boundaries of the double-ply region of
the selvage portion of busted seams. The sensor detects the light that passes through the
material. For most fabrics, the amount of light that shines through a single ply is reliably more
intense than when there are two plies; generally more than one ply of material will
substantially block the transmission of light.

The selvage boundary can be determined by a transmitted light sensor. The introduction of a
transmitted light sensor element into the upper leg requires another mechanism to transport it
to the proper position. It would be desirable to eliminate the need for this mechanism. Since the
seam alignment mechanism is inserted into the leg opening, both transmitted and reflected light
sensing can be used.

This sensor can also be used to verify the location of the seam relative to the selvage boundaries
by detecting the light that shines through the sewn seam when the trouser leg is put under
spreading tension as it undergoes seam alignment manipulation. However, in a small fraction of
the cases, the seam alignment operation does not always result in a detectable amount of light
shining through the seam. Thus, a reflected light sensor as described above is employed as the
primary seam location means, with transmitted light sensing used in cases where reflected light
does not work.

The mechanical redesign of this sensor is for the purpose of integrating it more completely into
the seam alignment mechanism. The software redesign is for the purpose of incorporating the
perspective gained from the first year and to provide for ease of integration into the overall
system.

Reflected Light Sensor for Wrinkle Detection

The detection of wrinkles and other departures from the desired surface contours is performed
when the trousers are placed on the pressing form. Wrinkle detection will likely employ a laser
light source, probably in the near infrared, and the light pattern may possibly be obtained by
passive holographic means rather than by an active scanner.

The reflected light sensor analyzes projected light patterns when the trousers are on the
pressing form. The analysis of the distortion of the patterns from their nominal shape allows
the determination of the presence, location, height, and orientation of puckers, creases,
wrinkles and other such departures from the desired surface contour.

The two modes of application of the reflected light sensor are associated with operations which
"san be performed simultaneously in the integrated system. Thus, it is necessary to actually have
two distinct reflected light sensors, one for seam location and the other for wrinkle detection.
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The light pattern projector needs to be redesigned to obtain a more robust and less complex
means of extracting the wrinkle data. Associated software to accommodate the new design will
also have to be written. This effort is an extension and refinement of the year one results.

3.3 GRASPING AND MANIPULATION

The objective of year 2 of this project would be the design and fabrication of an integrated
automated machine that would:

11 Align the trouser legs at an alignment fixture.
21 Transfer the trousers while keeping them aligned and taut.
31 Place the trouser legs without wrinkles onto the press.
41 Clear mechanisms from press as required.
51 Remove the trouser legs when pressed.

This sequence is shown in Figures 55.1, 55.2, 55.3a, 55.3b, 55.4.

Alignment Fixture

The alignment fixture would be based on the currently developed prototype model. The trousers
would be rotated on rollers while the seams would be sensed by the vision system. A second set
of rollers may be needed for the thigh area if year 1 research dictates.

Transfer Device

The transfer device would function as 4 or more hands gripping the aligned trouser legs. Figure
55.3a shows the gripper with internal sliding gripper pads that will produce a three hand
gripper per leg effect. It appears that only two hands are required per trouser leg from work
done during year 1. It would be modifiable for different size trousers. The device would rotate
and translate the trouser leg to the press. This device would also remove the completed pressed
leg.

It is planned that the GMF robot will be used as the transfer device during the first four months
of 1991. At that time, a systematic comparison of a robot vs. hard automation would be
addressed. The comparison criteria would consist of the issues listed in the Integration section
of this proposal. The current concern about automation found in the garment industry today
must be reconciled. If hard automation is selected, it would consist of slides, pneumatic
cylinders and limit switches as opposed to a robot.
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Developing a Working Integrated Prototype

The main goal of year 2 would be the integration of the Alignment Fixture and Transfer Device.
RPI is proficient at conceptual and preliminary design, but industrial designers are more
experienced at detailed design and fabrication of manufacturing systems. It is proposed that
engineers from our industrial partners, and special consultants be utilized during design
reviews to bring the integrated prototypes to fruition.

3.4 INTEGRATION

Integration Tasks for Year 2

In the second year of the project, we propose to integrate these subsystems into a working
prototype which will demonstrate planning and execution of coordinated functions of sensing and
manipulation for garment piessing. This demonstration system will be based on continued
development around the host computer hardware and software system and communications
developed during the first year. The goal of this effort is to obtain the maximum capabilities
from the system based on extensions to the existing host computer hardware and software. This
approach has the advantage of maintaining a principal component of the system as a standard and
well-supported commercial product, but has the disadvantage that some modes of control which
would be required for high speed sensor-based operation are not available. We plan to overcome
this difficulty by placing critical sensor-based control functions within the specialized transfer
and handling mechanisms which are being designed and integrated directly with the host
computer. This approach considers the robot arm as a primary transfer mechanism of the
process during the early part of year 2, but separates it from some of the critical sensing and
manipulation which is done by special purpose subsystems.

A commercially available robot has been employed as a transfer mechanism during the early
research. This quickly provided the researchers with a flexible platform for the exploration of
automation concepts. However, for several reasons, a simpler hard automation system may be
the preferable transfer mechanism in an industrial setting. During the first phase of year 2 the
team will compare two alternative concepts to perform the transfer function. This comparison
will consider a number of objective and subjective criteria, including the following:

capital costs
maintenance
flexibility requirements
stability of vendor corporation
experience of vendor in manufacturing and supporting automation
requisite programming/operation support
requisite maintenance support
impact on pressing quality

By building on the same basic host computing environment from the first year, we feel that the
integration effort will be efficient and make cost-effective use of existing resources. The
principal effort will be in the continued development of the software architecture and
communications protocols, and the development and implementation of real-time control
algorithms which will permit efficient execution of integrated functions. Results of the flexible
materials modeling activity will enter into this implementation in the form of parameterized
materials characterization which is used to set control modes and parameters.
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3.5 BETA TEST SITE SELECTION AND COMMERCIALIZATION

This second phase of the project will begin to bring us from pure research to the beginnings of
commercialization. There are generally accepted industrial marketing techniques that we will
utilize in developing suggested marketing strategies for the technology. The following section
provides a framework for that strategy.

3.5.1 The Industrial Marketing Environment

3.5.2 The Industrial Marketina System

Marketing is defined as, "the process of planning and executing the conception, pricing,
promotion, and distribution of ideas, goods, and services to create exchanges that satisfy
individual and organizational objectives". (1)

The Marketing concept proposes 3 basic ideas:
1) Companies should produce only what industrial customers want.
2) Management must integrate all company activities to develop programs to satisfy
those wants.
3) Long-range profit goals rather than "quick" sales should guide management decisions.

The principal differences that set industrial marketing apart from consumer goods marketing
are who the customer is and what is the end use of the product. Industrial Marketing is
sometimes called Business-to-Business Marketing because the target market is not an
individual consumer but rather a business organization. This business organization uses the
good or service directly or indirectly in their own operations. Many products are developed and
sold to be used in the creation of consumer goods or other industrial products. Others become
part of other products.

This project involves developing a system that will be sold to apparel manufacturers to be
directly involved in the production of trousers.

3.5.3 Industrial Marketing Management

The functions of Industrial Marketing Management are defined as the analysis, planning,
implementation, and control of programs designed to create, build, and maintain mutually
beneficial exchanges and relationships with target markets for the purpose of achieving
organizational objectives. (2)

3.5.4 Target Market

The targets for industrial marketing are industrial customers. These customers can be
classified into three sometimes overlapping groups:

1) Commercial enterprises buying goods and services.
2) Governmental organizations purchasing goods and services.
3) Institutional customers in the market for various goods and services.

Trouser manufacturers which are our target market, are usually classified as user customers
in the commercial enterprise. A user customer purchases goods and/or services for use in
producing other services, which are then sold to the industrial or consumer market or both.
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3.5.5 The Industrial Product

Industrial goods that user customers purchase are also classified into sections:

1) Raw Materials
2) Installations
3) Supplies
4) Manufactured materials and parts
5) Accessory equipment
6) Business Services
7) Processed materials

The Automatic Press falls under the classification of Installations. The purchase of installations
is a major decision and sales negotiations usually take place over long periods of time because
machinery sometimes has to be made to engineering specifications. The purchaser of installation
products are normally user customers, but sometimes a fabricator may purchase several
installations, integrate them into one package, and then sell this package to a user customer.

3.5.6 Industrial Customer and Market Behavior

3.5.7 The Standard Industrial Classification (SIC) System

A useful tool in Industrial Marketing is the Standard Industrial Classification, commonly
referred to as SIC. The SIC system is the standard that underlies all establishment - based
federal economic statistics classified by industry. (3) These classifications can be obtained
from a number of private and government sources. The SIC codes including men's and boy's
pants are 2311 (Mpn's and Boy's Suits and Coats) and 2325 or 2327 (Men's and Boy's Trouser
and Slacks). A possible secondary market would include 2337 Women's, Misses, and Juniors
Suits, Coats, and Skirts. (Table 10)
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Employment and Number of Establishments in the Apparel Industry 1984

1984
Number of EstablIshments Emoioy-

Under I 50 Per
Sic Number of 20 20-49 or more I Estab-

Code Industry Description Empoyees Total Employees Employees Employees l lsflment

23 Apparel & Related Products 1.192.578 22.948 12.579 4.549 5.820 52

231 M&B Suits & Coats 70,084 433 144 54 235 162

232 M&B Furnishings 308.937 2.279 552 362 1,365 136
2321 Shirts & Nightwear 93,606 659 136 106 417 142
2322 Underwear 11,502 63 13 10 40 183
2323 Neckwear 7,403 164 73 4, 48 45
2327 Separate Trousers 54,443 317 77 34 206 172
2328 Work Clothing 95,629 504 60 47 397 190
2329 Other Clothing N E C 46,104 556 181 120 255 83

233 WM&J Outerwear 383,783 8,150 3.726 2.196 2.228 47
2331 Blouses 81,848 1,531 612 376 543 53
2335 Dresses 127,275 3,799 1,949 1,,141 709 34
2337 Suits, Coats & Skirts 63,882 1,204 522 294 388 53
2339 Outerwear N E C 107,324 1,440 509 357 574 75

234 W&C Undergarments 82,174 683 190 125 368 120
2341 W&C Underwear 69,022 545 141 103 301 127
2342 Corsets & Allied Garments 13,133 136 47 22 67 97

235 Millinery, Hats & Caps 16,610 403 223 96 84 41
2351 Millinery 2,710 89 45 32 12 30
2352 Hats & Caps 13,331 261 131 61 69 51

236 C&I Outerwear 71,107 847 264 199 384 84
2361 Dresses & Blouses 35.877 479 145 123 211 75
2363 Coats & Suits 4.448 66 28 12 26 67
2369 OuterWear N E C 30,746 297 86 64 147 104

237 Fur Goods 2.175 466 446 16 4 5

238 Miscellaneous Apparel 49,105 1,082 568 256 258 45
2381 Fabric Dress & Work Gloves 6,177 88 24 25 39 70
2384 Robes & Dressing Gowns 8.545 102 34 28 40 84
2385 Waterproof Outer Garments 10,529 102 28 30 44 103
2386 Leather & Sheeplined

Apparel 3,335 161 112 30 19 21
2387 Apparel Belts 11,397 296 153 74 69 39
2389 Apparel N E C 9.122 333 217 69 47 27

239 Fabricated Textiles 186,182 6,260 4.495 953 812 30

Knit Apparel Mills 150.923 1,477 552 371 554 102
2251 Women's Hosiery 33.209 176 50 34 92 189
2252 Hosiery N E C 33,115 393 131 109 153 84
2253 Knit Outerwear Mills 61.327 833 356 221, 256 74
2254 Knit Underwear Mills 23.272 75 15 7 53 310

Table 10 Employment and Number of Establishments in the
Apparel Industry, 1984
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As you can see from the accompanying data, the primary market of firms with 50 or more
employees is 365 in 1987. (Table 11) The secondary markets to examine would be suits, and
womens' suits and dress slacks. The domestic market has flattened over recent years, so
manufacturers are faced with a three prong assault of foreign imports, rising domestic labor
costs and a stagnant marketplace.

The industry tends to invest a minuscule 1.2% (Table 11 and Table 12) of sales in capital
eqLipment while expecting greater returns in productivity from direct labor.

If you look at the military requirement of 1,032,000 trousers annually (source DPSC) and
civilian 128 million (Table 13), then we can estimate that there are about 1638 leggers
pressing mens and boys trousers. This expands with the inclusion of ladies suits.Marketing
strategies will be developed to penetrate this market as suggested in the following sections
during phases II and Ill.
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Table 1 I Industry Statistics by Employment Size, 1987

This Page Shall Not be Duplicated 1 32



Im Men's ad -idnowew mi emd bays Men £ mid Mone 9 d
bows um Men .and W" bas I ~ m bows, ea ba e .M
wwi Caoor bas sleW & whhssro noomrwewr 91202 CaIU neC.

(SIC 23111 (SIC 2321) M (SIC 23231 (SIC 23251 (SIC 2326) fSiC 2329)

C11911 book vesa of depweaeoe ae
rowe

q of ............................... 346.0 440.2 65.0 36.7 726-0 1763 3075
Ne caam e-enAe es . 29.5 St.9 7.7 IL2 74.6 16.0 340
U-oo Cl ,*wev esa mures. ------ 4.5 4.7 .6 .3 3-2 2.6 3.7

e e ........ 16.0 27.0 5.4 1.5 36.9 8. 18.9
Enid oq yea ...---------------------- 366.0 477.8 67-S 41.7 766.9 166.7 326.2

euwfiqs end Gmpr slOftWb:inel.wi aoe w .. 122.3 147.6 32.4 11.1 2456 61.0 101 7
New eeo"e ONOaeeIUle 6.9 6.9 1.6 .2 1817 1.7 6.5
Uea C"Wl em -orkoes ------------------------------------------- 3.1 21 .4 -2 1.5 1.1 1.6
Re m ----------------------------------.............. ---------------- 3.4 7.6 1. .1 112 1.9 44

End as yew.-------------------------------------------------------------- 126.9 151.0 32.8 11.3 254.8 61.9 107.4
Beqxrewnqat yew225.7 300. 52.5 25.7 460.2 ,,5.3 205.,

omr, vowl ........re ............................................... I0.6 .5 2.7 8101 1.3 2.1CMK qpw -*,s,--------------------------------------------- 22.6 43.0 5. 6.0 95.9 14,3 25.5
Uswcdcileeeseliewoe------------------------------------------------- 1.3 2.6 -2 '1 1.8 1.5 2.1
Re ns--- 1-- ------ 2.6 19.5 3-5 1.4 25.7 6.2 14.5

End of - - - -......... ........................................ 237.0 326.7 55.0 30.3 512.I 124.8 218.9

To ----- .. .......................................... 30.5 37.0 4.9 3.2 07. 14.7 24.3
&a" i ............................................. 7.7 7.1 1.4 .5 12.9 2.9 5.0
MACWiuy Maid eawe- -o t --------------------------------------------------- 22.8 29.9 3.6 2. 54.5 11.6 19.4

Atenea deyrnena
Touhl-----------------------------------------.... 26.9 16.4 2.9 7.3 272 8.3 26.5
ddiqs ri" d Om st es--------------------------...................... -15.6 8.3 1.2 14.1.9 3.9 9.5

Mctmy ono so n- ..------------------------------------------------ 11.2 .1 '17 3.1 14.3 4.4 16.9

Noe- Roevrius ri deor tin dala f r eelehhtiierior nor wwA d N Ine ASM u we e l Iar k M i e t Of mi rseliine or dooreaVton to seeis. These
reo"e or del-e ml W~ NyII l$46l k

*Daoe anm lie. miWoeryM and ealeMmer esOMWU eI by "ys W POO"e am tobie 3r.

Table 12 Gross Book Value of Depreciable Assets, etc., 1987

This Page Shall Not be Dupiicated 1 3 3



Men's apparel

Dress & Non- e pWoven Knit
Sport Tailored Trousers Jeans & Dress Sport Soort

Year Suits Jackets Jackets & Slacks Dungarees Shirts Shirts Shirts Sweaters

1967 19.5 13.2 30.8 146.0 89.2 123.4 150.6 77.3 39.9
1970 17.7 11.8 33.5 173.6 135.3 145.3 104.2 94.3 38.6

1971 16.5 14.4 32.2 183./ 148.5 145.8 103.8 120.0 42.2
1972 18.7 21.3 37.7 166.6 177.3 158.3 105.7 159.0 45.5
1973 16.7 21.3 44.2 171.1 186.7 137.8 113.4 171.2 53.1
1974 16.8 18.6 48.6 156.6 181.6 125.1 112.3 200.6 55.5
1975 13.7 11.5 47.0 118.9 163.0 95.4 " 113.7 182.7 39.9

1976 15.7 12.7 45.3 127.0 198.1 110.4 124.5 243.6 36.6
1977 17.3 16.6 44.5 128.8 213.3 110.7 107.8 293.4 39.4
1978 17.5 15.0 37.1 122.7 209.6 97.5 82.6 305.4 37.5
1979 16.2 15.7 41.5 125.6 231.8 95.0 84.5 291.6 33.7
1980 13.9 16.8 39.2 125.1 224.8 88.6 69.0 320.3 33.4

1981 13.9 17.1 40.9 118.2 191.9 93.5 63.5 374.3 39.3
1982 11.5 18.0 44.6 115.1 179.9 89.8 50.0 372.1 38.8
1983 10.9 19.2 37.2 113.0 183.5 86.2 39.1 365.5 36.8
1984 12.5 19.2 36.5 123.0 179.5 81.6 42.5 354.8 30.5
1985 12.4 18.2 35.3 116.4 186.4 84.6 40.6 350.4 27.0

Men's & Boys' Underwear
Boy's Apparel_ & Nightwear

Knit Non- Knit Knit
Trousers Jeans & Woven Sports Tailored Under- Shorts &

Year & Slacks Dungarees Shirts Shirts Jackets Shirs Briefs Palamas

1967 56.0 67.2 87.6 69.2 14.8 357.0 257.9 50.3
1970 53.5 72.9 64.6 56.4 14.5 314.5 24Zj.3 43.5

1971 50.6 80.4 60.9 56.4 14.2 338.5 252.2 40.8
1972 46.5 89.8 67.8 88.4 14.1 397.1 323.0 45.9
1973 43.8 83.1 59.7 92.9 14.1 418.2 344.5 41.0
1974 39.7 83.1 52.4 110.7 14.9 401.6 339.7 38.7
1975 34.7 74.4 55.8 107.2 13.8 370.3 288.2 40.1

1976 33.7 89.6 59.0 132.2 13.4 388.4 377.3 37.2
1977 24.9 74.1 42.5 146.1 14.7 378.4 330.0 37.9
1978 27.5 80.9 35.0 148.1 13.7 361.6 348.4 33.5
1979 20.3 80.9 40.1 139.9 10.7 358.9 376.6 37.4
1980 17.2 107.0 34.6 152.5 9.6 293.3 338.6 32.8

1981 17.1 93.8 24.7 171.0 10.7 289.5 354.6 25.9
1982 14.9 84.5 26.6 141.7 8.9 262.8 393.4 31.0
1983 15.3 89.3 16.8 147.2 8.0 210.3 462.6 27.3
1984 12.9 75.5 12.7 135.2 6.8 254.6 427.8 28.1
1985 12.5 71.9 14.0 121.1 6.5 244.8 427.5 27.1

SOURCE: Current Industrial Reports MA23a and others In the MA2M series

Table 13 U.S. Apparel Production in Selected Garment Lines
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3.5.8 Industrial Marketino Uses of the SIC System and Related Data Sources

The generalized SIC codes may be further refined and used in a variety of ways in formulating
marketing strategies. Some of the outcomes we will consider are:

*Developing a marketing information system (MIS) - system for collecting marketing

data.
*Defining and segmenting target markets.
*Determining market and sales potentials.
'Indentifying and locating potential customers.
*Planning sales territories and sales quotas.
'Designing marketing research samples.
'Building direct mail lists for advertising.
'Determining names and positions of buying influences.
*Developing leads for sales personnel.
'Indentifying competitors.
'Indentifying and locating prospective middlemen.
*Selecting trade publications for advertising.
*Facilitating physical distribution decisions such as warehouse size and location.
'Measuring market share and market penetration.
'Measuring advertising effectiveness. (4)

Looking at the distribution of firms and their geographic locale (Table 14) it is probable that
the first tier of manufacturers will be personally contacted. Subsequent market penetration
will probably be made through a distributor network and presentations at major trade shows.
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Table 14 Industry Statistics for Selected States: 1987 & 1982
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3.5.9 The Demand for Industrial Goods and Services

Once markets have been defined by SIC designations, it is possible to determine many factors
that relate to demand. Demand that is related to market characteristics may be viewed in terms
of geographic distribution, size, and number of companies or organizations, and degree of
concentrations in various regions of the country. (5)

Several factors are looked at by organizational customers when purchasing installations. The
installation must be able to conform to specifications, the suppliers must have a dependable
service plan, and the quality and quantity of technical assistance provided at the time of
installment are all taken into consideration by the customer. Other customer considerations are:
product warranties, ease of operation, difficultly or ease of integration of the new product into
existing facilities, compatibility of the product with the other equipment used by the buyer, and
the amount of training required for the buyer's personnel to operate the product properly.
These factors must be addressed thoroughly in the marketing plan and implemented in early
negotiations. All plus points of the product must be clearly stated and shown to the customer
such as potential labor and time savings, and financial and leasing arrangements.

Since the Robotic Press has a joint demand characteristic, compatibility with a number of
different types of makes and models of presses may be important or we may determine that the
technology will be best suited as an integrated system. Joint demand states the products are
demanded jointly or they may not be demanded at all. If the apparel factory has a press to which
integration is not possible or too complex or costly, they will not purchase the robot. The
development of a Retro-fit-kit forexisting presses is another possibility. Transportation to the
press is also a key to the success of this installation which must be developed and tested during
the second and third phases of this project.

3.5.10 Demand Estimation

When a primary target market is chosen, the potential size and market penetration objectives
should be determined. The census of manufacturers will show the number of companies,
establishments, and total employees in industry and some additional financial data in the market.
(Table 11) A true target market has four factors that must be met:

1) The organizations must need the product or service.
2) The organizations must have the ability to purchase.
3) The organizations must be willing to purchase.
4) There must be authority to purchase. (6)

Having an industrial partner with considerable experience in this market will help us evaluate

this phase more accurately prior to phase Ill.

3.5.11 Channels of Distribution

The industrial channels of distribution are different than those of the consumer market.
Channels in the industrial market are typically shorter. Two types of middlemen that are
common in the industrial market are the industrial distributor and the manufacturers
representative. (Figure 56)

The primary market chosen for the robotic press was the mens and boys trouser market. This
market shows promise for potential labor savings. The robotic press is a new product being
introduced into a present market. The general steps that may be useful for the planning of this
new product are using existing channels or creating new channels. The process must begin with
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the customer establishing the need for the product. The selling organization can aid the apparel
factory (customer) in recognizing the problem. The robotic press can serve existing customers
through new distribution channels.

During Phase i of the project we will begin examining which method of distribution will be
most effective. At this time we would anticipate that the sophistication of the end product will
dictate the channels. Other factors will be: ease of installation, technical features of the press,
price and payback analysis that need to be presented to prospective users.
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3.5.12 Marketing Focus for Profits

In order for the supplier of the robotic press to obtain increased profits the higher added value
for the customer must be proven. To relay this message to the customer it must be thoroughly
addressed in the promotion. When promoting and pricing the robotic press, the technical risk
must be compared to the potential payoff for the apparel factory. To evaluate that payoff a time
limit must be chosen and a long term profit goal must be established by management. To
complete the sale, the buyer and seller must negotiate for and enter agreement about selling
terms. One of the prime considerations in phase III commercialization will therefore be
affordability for the user.

3.5.13 The Oroanizational Buying Process

3.5.14 Marketing Implication in the Buving Process

Every organization has a different set of stages for its buying sequence. The industrial
marketing manager must recognize that such a process exists in a different form for every
organizational customer. The manager must also involve the company's marketing efforts in the
process as early as possible if it is to be considered as a supplier of the product or service. (7)

If the marketing firm aids the factory in recognizing the problem of having an inefficient
pressing operation they are more likely to secure the sale. When the involvement begins in the
initial steps of recognizing the problem, it is easy to work the robot into the specifications of
the factory's existing system. It will be more difficult for an outside company to match thb:e
needs without having been involved in establishing the specifications.

3.5.15 Decision Criteria in Industrial Buving

There are certain criteria which buyers take into consideration when deciding on a purchase.
These should be a big part of the composition of the marketing mix. Ones to be addressed at this
time are: performance, economic, integrative, adaptive, and legal.

3.5.15.1 Performance Criteria

Performance criteria is what should be initially addressed for the customer. This states how
well the product will do the task. A good way of clarifying that point is to show a production rate
comparison of the old method versus the new, as well as the consistency of finished quality.

3.5.15.2 Economic Criteria

The costs incurred by buying and using the product are economic criteria. This can be
demonstrated by the more complex version of the same comparison used for performance
criteria. Some specific information that is necessary to evaluate the profitability of the robot
is the rate of production in a given time period as compared to the level of productivity of first
quality garments in the same time frame utilizing the current method. The following chart
outlines some of the critical areas that we will investigate and compare in order to prepare a
thorough financial analysis at the end of Phase II of this project.

TradUonal Automated
1. Cost 1. Cost
2. Salary of operator. 2. Retro fit kit.
3. Employee benefits cost. 3. Prodution rate.
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4. Production rate. 4. Percent of defects.
5. Downtime. 5. Downtime.
6. Sick time. 6. Spare pans.
7. Represses. 7. Represses.
8. Utilities. 8. Utilities.
9. Space. 9. Space.
10.Maintenance. 10. Maintenance.
11 .Indirect overhead. 11. Indirect overhead.
12.Supplies. 12. Supplies.

Payback period, return on investment, and internal rate of return are computations that should
be analyzed for the project. These are the most accepted forms of financial analysis used by the
industry today. To be successful in this market we must be able to generate positive returns
using all of these criteria.

We will also look at other non-traditional capital equipment analyses including the AMCIA
approach developed by researchers from Clemson University under another DLA sponsored
project. AMCIA is an example of a more sophisticated sensitivity analysis for capital equipment
expenditures. Sensitivity analysis is usually recommended for cost justifying systems
requiring expenditures of $500,000 or more.

3.5.15.3 Definitions and Cost Equations

Costs Savngs
Purchase price (P) Direct, Indirect labor(L)
Accessories & equipment(A) Material (M)
Engineering & install (I) Tax Credit (C)
Maintenance & operation(O) Annual Depreciation (D)

Payback Period: The payback period is a measure of the time required to recover the initial
investment. Therefore, if the payback period is two years, a robot system will return net
positive cash flow after that period for the remainder of the life of the system. This is a simple
equation for determining the payback period:

Payback Period= (P-.tL).:
(L+M-O) X H X (1-TR) + D X TR

H= hours of use during the year.
TR= tax rate of the firm.

This equation may be adequate for financial analysis when the payback period is short, such as
one or two years. When the period is longer, we include the time value of money by using
discounted cash flows.

Return on Investment: Once a firm has ascertained its cost of capital for its new investment, it
can then compare the return on investment with its cost of capital and determine if it meets or
exceeds the cost. The return on investment is calculated as follows:

Return on Investment= S X 100 Percent
T

S = Total annual savings ((L+M+O)x H - D)
T = Total investment ( P+A+l-C
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Internal Rate of Return: The calculation of the internal rate of return (IRR) utilizes a
calculation that accounts for the time value of savings realized in the future. The calculation for
IRR is accomplished by calculating the present value (PV) of the stream of future cash income,
annual savings (AS), or a candidate rate (R).

Total Cost Comparisons: It may be useful for a firm to compare the total costs of using a robot
system with that of the normal labor procedure over a selected period, perhaps the life of the
robot system or the planning horizon of the firm. For the normal labor procedure the total cost
(TCL) is:

TCL=HxLxY Y = number of years.

The total cost of the robot system (TCR) may be calculated as:

TCR - (P+A+I-C) + <(O-M) x H - D x TR> x Y

A pertinent comprehensive discussion is presented by Graham R. Mitchell and William F.
Hamilton in their May 1988 article "Managing R & D As A Strategic Option", which can be found
in Research Technology Management.

3.5.16 Integrative and Adaptive Criteria

The supplier should state that the customer service will do more than just sell the product, but
will become an integrated partner. The supplier will follow up on the sale with service and
proper training on the operation and maintenance of the equipment. This can be a marketing
strategy.

The seller and buyer should both be clear on the robot specifications, to insure they will be met.
The certainty of the buying influence of this is called adaptive criteria.

3.5.17 Leaal Criteria

There are many different legal criteria to be considered when buying and selling installations.
These are generally classified as legal or policy considerations. The safety of workers around
the machine or fire hazards are two prominent ones concerning the robot. All of these criteria
including warranties, patents, copyrights, OSHA codes, Workers Compensation laws, must be
carefully examined during phases II and III of this project.

3.5.18 Industrial Marketina Formulation

As we can not guarantee the commercialization of this technology we can not establish the
marketing strategies to be used by our industrial partner or other parties in developing the
market. We are assuming that we will be working with them in Phase III and that they will be
looking at the industrial marketing model as outlined in the following section.

3.5.19 Marketirig Intelligence

Marketing intelligence refers to information that can be used to enhance the competitive
position of the company. This broad definition can include almost any information that can help
the marketing manager make more effective decisions in marketing segmentation, overall
marketing strategy formulation and marketing planning, and the marketing substrategies of
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product, promotion, channels, and price.(9) It is the basis of all sound marketing strategies

and marketing plans. The information is obtained from internal and external sources.

3.5.19.1 Internal Marketina Intelligence

internal marketing intelligence comes from within the company. Different departments
throughout the company turn in reports to the marketing manager. For instance, a report from
the production department will state the production capabilities of the facility, so that the
marketing manager knows how large a demand can be filled within a certain period of time. This
will also be a factor for sales forecasting. For pricing, a cost analysis can be put together by the
company's accounting department and credit ratings of potential customers should be supplied
by the credit department.

3.5.19.2 External Marketino Intelligence

Any type of useful information obtained from the outside sources of the company is called
external marketing intelligence. This information is in the forms of feedback or research and
analysis. It can include complaints of customers and middlemen on subjects ranging from the
product itself, service, to packaging. Different sources of research are commonly used, i.e.
trade publications, trade associations, and any form of market research survey. All of this
information should lead to an adjustment in the marketing strategy and plan. Information gained
from the Beta site field tests proposed in Phase III will be the biggest source of accurate data foi
marketing.

3.5.20 The Marketino Information System

The marketing information system is a frame work set up within the company to insure a steady
flow of valid, desired information to plug into the company's strategies. This system is an
organizational tool for the marketing intelligence information flowing in and through the
company. We anticipate being part of that system as we transition from a research based
project to possible commercialization.

Part of this analysis will be the development of the pricing strategy. A subset of pricing will be
the presentation of purchase and/or lease considerations for prospective buyers which will
depend upon the suggested selling price of the system and the buyer's financial structure.

3.5.21 Physical Distribution

3.5.22 Physical Distribution Activities

According to the Council of Logistics Management, physical distribution is defined as follows: A
term employed in manufacturing and commerce that describes the broad range of activities
concerned with the efficient movement of finished products from the end of the production line
to the consumer, and in some cases including the movement of the raw materials from the source
of supply to the beginning of the production line. These activities include freight
transportation, warehousing, material handling, protective packaging, inventory control, plant
and warehouse site selection, order processing, market forecasting, and customer service.(10)

These activities are taken over by different parts of the Jistribution channel. For instance, if
industrial distributors are used they become an integral part of the distribution system. They
typically take title of the goods involved, provide warehousing, maintain inventory stocks, and
ship to customers. This leaves considerably less for the manufacturer or the industrial
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marketing manager to be in charge of, but the benefits and problems associated with the use of
industrial distributors should be recognized.

A well thought out physical distribution plan will give the company a competitive advantage. We
have seen from other technologies that were introduced in the past, that domestically the initial
effort should be direct with a select group of distributors. After the product has been
successfuhy introduced then additional distributors may be added as need requires. It is
common for high technology products to be controlled by the vendor. The distributor then
becomes the "door opener" and is compensated on a finders fee basis. Installation, service and
spare parts may be the full responsibility of the vendor.

For export however, distributors are an absolute necessity. It is a requirement that you have
full service outlets who are familiar with the local market, customs regulations, and other local
economic conditions including method of payment, that are unknown to the American exporter.

3.5.23 Marketina Control and Evaluation

Once the strategies have been developed, then the path to success should be a measured one.
Control systems that permit adjustments will be vital for this new technology. We will be sure
to incorporate the knowledge gained in other DLA projects concerning the introduction of
technology to attempt to avoid the failures uncovered in that research. This information will be
passed along to the industrial partner to be used in developing control criteria.

3.5.24 Schedules and Charts

Schedules and control charts are useful for controlling functional activities, and when tied to
responsibility centers, they can also be used to evaluate personnel. They are used in monitoring
overall marketing plans and programs in which many separate activities must be coordinated
for optimum impact. Finally, control charts can be used with quantitative standards to provide
quantifiable performance standards.

3.5.25 Rts..li

Reports are other techniques used to evaluate and control the company. Reports are usually
from within the company and the types requested are outlined by the Marketing Information
System. Some common types tor general company information are progress reports, activity
reports, and informational reports. These are generated by each department.

3.5.26 Budgets. Sales and Costs Analyses

This financial data is used to control or discover strengths, weaknesses or unexpected patterns
in marketing results or general company strategies. If there is a difference between actual and
targeted costs and sales, a variance analysis must be done. This information is imperative to the
company in order to make a profit. These reports may uncover product strengths or weaknesses
that require adjusting the support program or product engineering.
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FOOTNOTES (for section 3.5)

1. Haas, Robert W., Industrial Marketina Management. 4th edition, Boston: PWS-Kent
Publishing Company, 1989, p. 204.
2. I= ., p. 22.
3. Ibid., p. 35.
4. Ibid. p. 58.
5o Ibid., p. 64.
6. b .p. 147.
7. Ibid., p. 92.
8. Ibid., p. 105.
9. id p. 177.
10. Definition used by the Council of Logistics Management, Chicago, Illinois.
11. Haas, O. ., p. 410.
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Appendix B
External Seam Alignment Device Details
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Appendix C
Mechanical Seam Detection Mechanism Details
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Appendix D
Robotics
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A.1 HISTORY

Early automata started about 300 years ago. Inventors designed and fabricated a series
of clockwork automata. Clockwork automata is based on the mochanics of a clock. The
series were refined and became more intricate as time went by. The first mechanisms
would be classified today as sequence machines. These machines could perform a series
of activities stimulated by a main spring of a clockwork mechanism. The main
spring drove gear trains which compressed air and turned cams. Push wires and push
rods animated the mechanical object. Some of the inventions that classified as sequence
machines were the Bird Organ, the Automatic Flute Player, and Malelardet's Automaton.

In operation, the Bird Organ moved its head and wings realistically using an arrangement
of cams and levers. While whistling a tune, it opened and closed its beak. The assorted
bird whistles were generated by valves and pistons.

The Automated Flute Player held a flute to its lips, blew air across the flute, and
manipulated its fingers to cover the control ports of the flute. An air distributor inside
the flute player controlled the pitch of the flute by releasing high, medium, or low
pressure. The fingers were driven by a music box-type drum.

The most complicated and versatile of the clockwork automata was the incredible writing
and drawing automaton, the Malelardet Automaton. It had an extremely large memory
and very precise movements. It was operated by an unusually complicated series of
cams, rods,levers, and shafts.

None of these automata had feedback or sensory capability. Complicated motions were
carried out sequentially, but there was no response to anything in the environment.

A.2 MANIPULATORS, TELEOPERATORS, AND EXOSKELETONS

Manipulators, Teleoperators, and Exoskeletons use the same technologies as rcbots.
Since their control comes from humans rather than from internal capabilities, they are
not considered robots.

Initially, manipulators were driven and controlled by human operators by squeezing and
twisting the control linkage. Later, power servo amplifiers were used to increase lifting
and handling capabilities of the manipulators. Since it was possible to exert great force
without the operator realizing it, it was necessary to equip the manipulator with force
feedback. The feedback device supplied the operator with a sense of touch.

The next step after manipulators we 'e teleoperators. These are remote hands that can be
controlled by radio links, optical links, or even satellite communications.

Lastly, the exoskeleton is a control device used for the manipulator. The operator wears
a skeleton framework that models the manipulators servo driven effectors. This
technique can also be applied with the teleoperator.

A.3 EVALUATING AND DEFINING A ROBOT

There are five classifications for evaluating and defining robots and machines:

Sequence Control Machines: Able to go through a specified sequence of actions
according to present instructions.
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Playback Machines: Can be taught to carry out a series of movements.

Controlled Path Robots: Can be programmed to follow a path between two points,
no teaching is required.

Adaptive Robots: Have computer control and sensory feedback, so that they can
react to their environment.

Intelligent Robots: Highest level of robot. Has an expert system which is a full
set of sensors, a arge memory, and a way to model its environment. This is
intelligent by definition.

A.4 DEFINITION AND LAWS

The word "robot" was provided by a Czech playwrite who wrote a play called R.U.R.
(Rossum's Universal Robots). The word "robota" in Czech means a worker providing
compulsory service.

The three laws of robotics were written by a science fiction writer named Isaac Asimov,
who also coined the term robotics. These laws are:

1. A robot may not injure a human being or, through inaction, allow a human to
be harmed.
2. A robot must obey orders given by humans except when that conflicts with the

first law.

3. A robot must protect its own existence unless that conflicts with the first or

second laws. (1)

The "official" definition of robotics according to The Robotics Industries Association
(RIA) is as follows:

An industrial robot is a reprogrammable, multi-functional manipulator designed
to move materials, parts, tools, or special devices through variable programmed
motions for the performance of a variety of tasks. (2)

A.5 GENERAL DISCUSSION

A.5.1 SENSING DEVICES AND THEORIES

There are many sensing devices and theories existing and being developed. One is an eye
coding theory. This theory is based on the human eye. The robot vision is divided into
cells. Each cell is given a mathematical value which is later evaluated.

Another vision system which is modified after the human eye has depth perception. This
system is applied to the Rochester Robot. It can perceive depth as it moves its head and
cp , maintain focus on an approaching object. These skills may lead to an interactive
robot which can deal with, adjust,and contribute to changing conditions.

Echovision is a sensor system that uses sound to enable a robot to distinguish between
objects spaced only 0.1mm apart in depth and at a distance at about one half meter,
which is about the working range of a typical robot arm. This system's positive
attributes is that it is durable and a much simpler set up than optical systems. Acoustic
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transducers are not easily damaged and shrug off dirt or dust with ease. An optical
system can be impaired by a simple strand of thread on its lens.

At JIAM '90, a robotic hand was shown that could pick up one ply of fabric by sensing its
thickness. This was demonstrated by the Research Institute of Polymers andTextiles.

Researchers are beginning to realize that instilling a sense of touch may be a cheaper
way of getting a blind robot to handle an object properly. "Artificial Skins" have been
developed out of a polymer film which generates electric signals when compressed.
There is also a possibility of using acombination of touch and slippage sensors. The
slippage design is an embedded ball under the surface of the gripping part of the
manipulator. This combination creates a highly versatile and efficient robot.

A.5.2 APPLICATIONS IN THE APPAREL INDUSTRY

Robotics have been applied in the apparel industry in two primary areas - production
and warehousing.

The robot used for warehousing is a basic pick and place manipulator called a picker. The
picker is run by a computer. It can perform the task of gathering needed goods and also
transport the goods to the necessary departments. For example, the picker is instructed
by the computer to get ten pink blouses is size 8 to be shipped. The picker finds all the
blouses under the control of the computer, takes them to the packing department, and
then to the shipping department.

In production, the applications are also basic pick and place manipulators and highly
automated sewing machines. Groups of these "robots" create "islands of automation"
which can be connected by a Unit Production System (UPS) or other suitable
transporter.

The best production success to date has occurred in the cutting room. CAD/CAM devices
have been integrated directly into the network so that a design can:

- Be graded.
- Set into a marker.
- Then be relayed to an automatic spreader.
- And finally be used to direct an automatic bundle labeler and cutter.

A new system being developed and mar-,eted will cut garments one at a time and pick
them off the cutting table onto ? Uni, Production System for transportation through the
sewing process.

Communication standards have been proposed to attempt to move this technology to open
protocol.

A.6 TECHNOLOGY AND RESEARCH

A.6.1 WHAT KEPT ROBOTIC S LIMITED IN THE APPAREL INDUSTRY

Some of the reasons why robotics have been kept out of the apparel industry are that
production facilities are not designed nor redesigned to accommodate robotics and the
operators are not trained to use cr trust the capabilities of the machinery. We have
discovered in this and aihed research that operators receive minimal instruction on
automation. Timq t, t ad n hv rn r ement to learn how to fecd, start, and stop the
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workstation. If thread is involved they also learn to fix needle and thread problems.
Systems analysis is generally omitted so operators do not learn the true capabilities of
the technology they are using.

The limited involvement of robotics in the apparel industry is also the result of the high
cost of manufacturing or buying robotics, and the lack of research to fully develop this
technology. The apparel industry typically spends less than 1/2 of 1% of gross sales on
research and development. This is insufficient funding for this technology.

Manipulators are developed to the point where they can reliably grasp and sense rigid,
solid surfaces, but not limp fabrics. Some research is now being done on improving the
industry standard - the Clupicker. The Clupicker was developed by research engineers
at Cluett, Peabody & Co. It is a single ply gripper that is normally used to separate plies
from a stack.

A.7 COMPUTER INTEGRATED MANUFACTURING

A.7.1 DEFINITION

Computer Integrated Manufacturing (CIM) is the utilization of computer technology for
management, control and operation of a manufacturing facility by interfacing with both
the physical and the human resources of a company. Thus, CIM is intended to improve
manufacturing performance and responsiveness and to facilitate equipment development
in the apparel industry. (3)

A.7.2 CIM AND RPI

RPI is trying to integrate its series of computers and robot so that they can connect into
a CIM system. The researchers will need to know what kind of information the data
base(s) requires to define the pressing cycle. For example, the size, style, and fabric of
the pants has to be known. The size and style affects the smoothing cycle and the fabric
content affects the time duration and temperature of the pressing.

The cell control computer has to be fed this information from its sensors in order to
instruct all the different components of the system. The controller can also obtain
information from the sensors of the press to aid in further manipulation of the pants.
The plant of the future will have the linkages to look to the style master for pressing
information on a garment by garment basis. The cell controller will then regulate the
pressing cycle asid material transfer devices to achieve a quality press before handing
the pants to the next operation.

A.7.3 OBSTACLES

There are many steps in computerizing and integrating a production facility. Some
hurdles that need to be overcome are technical considerations such as integrating the
computer software and hardware. In addition to these technical considerations, "people
issues", such as building user confidence, establishing reliable preventive programs,
maintenance, and training must be observed. (4)

Group dynamics between the workers and management must be addressed in order to
break down the communication barriers and build positive interactions between
technology and user. When such organizational changes take place, they also bring about
changes in the building design. For example, color schemes are brighter, white and blue
collar workers enter through the same door, and they eat in the same cafeteria. The
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engineering and office space should only be separated by a glass wall from the
manufacturing floor for environmental reasons. (5)

Building design is of grave importance to achieve maximum flexibility for a
computerized and/or integrated production facility. Factories should be designed from
the inside out. Computer aided design can be applied to achieve the greatest flexibility in
plant design. Flexible spaces can be created which can be moved in order to set up the
floor f,'r different production plans with great ease and low cost. With these new and
optirr-' methods in floor planning and flexible technologies, future factories are likely
to be 10 - 20% smaller. (6)

A.8 CONCLUSION

The intent therefore of the first phase of this project was to look at the viability of
various technologies to solve our problem of pressing a pair of trousers. The robot used
in our research has been a major asset in the first year in that it has permitted the team
the opportunity to try various elements of designed hardware without the necessity of
having to be concerned with transportation around the cell.

This flexibility has accelerated some aspects of the investigation and also allowed us to
begin thinking about other matters of concern such as CIM. It is the intent of the
research group that any system developed will be compatible with other work being
sponsored within the industry. To that end we have established a liaison link with the
AAMA sponsored CIM project at Southwest Louisiana University, Computer Design, Inc.
and other firms and organizations working on this level of technology.
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1.0 INTROOUCTION

This report contains additional information in the areas of Sensing and Integration. More
detail is provided pertaining to the sensing of wrinkles and to the integration and control
of the pressing system.

2.0 SENSING

2.1 WRINKLE DETECTION

2. 1 .1 Curve Aooroximation and Analysis

The difference curves as shown in Figure 21 of the original report are approximated
using Cubic B-splines to allow extraction of derivative information for evaluation of the
wrinkles, if any are present.

The cubic B-spline approximations are polynomial functions which when interpreted
(i.e., evaluated for each point x), produce y-values which accurately represent the
original values of the function. The polynomial functions can be manipulated to produce
curvature and local peak and valley information of the curves. Those points which are
used to extract wrinkle information will be referred to as evaluation points.

The first derivative of the polynomial function describes the slope of the curve at the
evaluated point. The second derivative of the polynomial describes changes in the first
derivatives. Inflection points are points at which the first derivative, or slope, changes
sign, and thus indicate a change in curvature from convex to concave. Inflection points
occur at points where the second derivative is equivalent to zero.

Several methods for producing evaluation points were explored. Inflection points were
originally thought to be a good evaluation criteria, but it was found that the curvature of
the material did not always change at the beginning and end of a wrinkle, and that the
curvature at peaks and valleys was often subtle enough that the change in curvature was
not obvious. Figure 1 is an example of a difference image evaluated using the inflection
point technique. The vertical bars above the curve indicate locations at which inflection
points were found.

I

.-"*1 .. II -/-'" . ..-

Figure 1 Inflection Points of 6-spline Approximation to Curve

The second technique explored was a method which evaluates the B-spline approximaticn
for points at which the first derivative does not equal zero. Thus. the flat areas where no
wrinkles exist or plateaus in a wrinkle exist would be disregarded. However, this
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method produced numerous evaluation points. Figure 2 is an example of a difference
image evaluated using this method. The vertical bars above tMe curve indicate locations
at which the first derivative does not equal zero.

00.--- 4
uI ql a u I

Figure 2 B-spline Approximation First Derivative Points Not Equal to Zero

The third method explored was to evaluate the first derivatives for changes. Those points
for which a neighboring point's first derivative differs from the local point's derivative,
indicate changes in slope. Changes in slope occur at the beginning, end, peaks and valleys
of the wrinkles, as well as other points. This approach has proven to be much more
accurate than the inflection point approach, and produces less evaluation points than the
second method. Figure 3 is an example of a difference image evaluated using the
difference in first derivatives technique. The vertical bars above the curve indicate
locations at which the first derivative differs between adjacent points.

. . . . " '. I

I I .q iII I

Figure 3 B-spline Approximation Points of Changing Slope

Thus, the first derivatives of the cubic B-spline approximation are deternined, and
those points at which the first derivatives differ are labeled as evaluation points. The
evaluation points are used to minimize the search for wrinkle information.

2.1 .2 Wrinkle Data Extraction

The next step in the process of wrinkle detection involves evaluating the data for locating
wrinkles and determining their characteristics. This is performed by searching through
the evaluation points found in the above derivative evaluation process and tracking the
height of the curve as well as whether a wrinkle has been encountered.
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The wrinkle information obtained from the search is output to an image file. The
location of the beginning, end, and peak of each wrinkle, as well as the maximum height
and width of each wrinkle is formatted to an ascii file. Figure 4 is the wrinkle
information file obtained from processing the difference contour of figure 5.

YA_ GZ 0
Wrinkle 0 :14 hez.h--z

beq-2! peak-5L end-7 4

Wrink2e . : width-71 heighz=30
beg-104 peak-L29 end-175

Wrinkle 2 widt'h-2 heigh=-5
beg-215 peak-216 end-217

Figure 4 Wrinkle Information Output File

I ..
I

o -- -" =

Figure 5 Difference Image of Buck Contour and Wrinkle Contour

The orientation of the wrinkles may be determined by performing a correlation between
adjacent images. The correlation value is greatest for the shift which represents the
maximum correlation between two images. By successively applying a correlation
function to each pair of adjacent images of the garment on the buck, the shift of the
wrinkles between each image can be determined and the overall orientation of the
wrinkle produced.

The correlation is performed by multiplying the area under the curve representing the
difference image at buck location one by the area under a shifted version of the curve
representing the difference image at buck location two. Multiplication is performed by
multiplying the y-value of each pixel location of difference image one with the y-value
of the corresponding pixel locations in difference image two. Each of the 256 products
from the 256 pixel locations are summed to produce the resultant correlation value.

The process is repeated for 512 shifted versions of image two, where image two is first
shifted 256 to the left to align its right-most pixel with the left-most pixel of image
one, and finally shifted to the right to align its left-most pixel with the right-most pixel
of image one. The largest of the 512 correlation values indicates the shift between the
two images, and thus the orientation of the wrinkles.
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Testing was performed on the correlation algorithm for trousers with wrinkles placed
by hand. The success of the testing was due to the consistent orientations of all the
wrinkles on the trousers. The correlation algorithm would not work well for numerous
wrinkles in various orientations. However, there is reason to believe that the trouser
handling device will produce wrinkles in a particular orientation as it places the
trousers on the press buck. Thorough testing will be required once the final handling
device is in place.

Figure 6 illustrates the correlation performance on a set of six curves. A negative shift
value indicates that image(i+1) should be shifted to the left by the value to correlate
with image(i), and a positive value indicates that image(i+1) should be shifted to the
right by the value to correlate with image(i). Excluding image four, which exhibits a
dissimilar wrinkle, the correlation values are fairly similar, indicating a consistent
orientation.
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Figure 6 Correlation Values Between Six (mages
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2.1 .3 Imace Resolution

The original algorithms were developed for images of size 256 by 242 pixels. These
images spanned an area of approximately 8 inches by 8 inches, thus providing a
resolution of approximately 32 pixels/inch.

Evaluation of the wrinkle algorithms led to reducing the image resolution to decrease the
amount of processing time required. An averaging algorithm was produced to create an
image width of 64 pixels by averaging every four pixels. The averaging takes place
following the contour extraction and operates on the 256 by 1 array of the curve
locations, thus requiring only 64 averages (as opposed to the 64 x 64 = 4096 averaged
required for an entire image). The new resolution of approximately 8 pixels/inch
produced results similar to those of the higher resolution algorithm.

The ave'aging of the difference image array also aided in the removal of noise by
averaging noisy pixels (i.e. pixels with difference values much greater or less than
their neighbors) with neighboring pixels. Noise removal reduces the search space
required for wrinkle information extraction; less noisy difference arrays produce fewer
evaluation points from the change in slope process.

Figures 7 and 8 illustrate an averaged buck image and wrinkled garment on buck image,
respectively. Figure 9 illustrates evaluation points along the difference array. In
comparison to Figure 5 of the same difference array non-averaged, the averaged array is
similar, but has less noise.

Figure 7 Averaged Buck Contour With 64 Points

F'-gure 8 Averaged Wrinkled Garment Contour With 64 Points
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Figure 9 Averaged Difference Image With Evaluation Points

The final wrinkle detection system will require a field oi view of twelve inches or more
to 'xandle the widest possible trouser leg width. Averaging algorithms can be modified
based on the final system's camera CCD size and field of view to produce a similar
resolution to that produced above.

2.1.4 Caibion

Camera calibration is required to determine the absolute wrinkle size information from
the images. The calibration procedure relates the actual height of an object to the
observed pixel height in the image to produce a conversion value.

For the camera and light source configuration pictured in Figure 10, the calibration is a
simple operation. Placing an object of known height (preferably a block with a flat
-pper surface) beneath the lightline will produce distortions in the light. The image
will contain a bright line with a height change at the location of the block.

The difference image of the buck surface and the image of the !ight across the block will
contain the height information in pixels of the block from the camera viewpoint. The
conversion factor to obtain the actual height information from an image is:

conversion factor = actual block height / image block heignt in pixels

The block used for calibration was .5 inches high. Evaluating the difference imag. array
produced an average block height of 27.9 pixels. The conversion factor is then .018
inches/pixel for vertical measurements.

S - -- I

Figurc 1 Ught Line Scanning Configuration
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2.1.5 Remarks

The wrinkle detection algorithms above produced highly accurate results for trousers
with wrinkles placed by hand. Due to the difficulty in measuring and describing the
actual wrinkles in the garment, the best indicators of the accuracy are the image
resolution and the accuracy of the modeling algorithms. Testing of the grasping devices
and wrinkle removal devices will aid in determining the accuracy required for wrinkle
detection in the final system. In addition, the testing of the mechanical devices will
demonstrate what type of wrinkles will tend to be placed in the trousers by the handling
devices.

2.2 WRINKLE SETTING TESTS

Tests were performed on trousers of four different materials to determine the wrinkle
heights and widths that would be pressed into the trousers. The results are shown in
Table 1.

This Page Shall Not be Oup~icated 173



Material Wrinkle Hgt. (in.) Wrinkle Wid. (in.) Pressed Hgt. (in.)*

#7 1/2 11/16 1/4
1/2 3/4 none
1/2 3/4 1/8
1/2 13/16 1/16
1/2 7/8 none
1/2 7/8 1/4
5/8 3/4 3/8
3/4 7/8 1/4

# 9 3/8 3/5 none
1/2 3/5 none
1/2 5/8 3/8
1/2 7 / 8 none
5/8 3/4 1/8
5/8 3/4 3/8
3/4 2/3 1/3
1.0 2/5 3/4

# 1 0 1/4 7/16 none
1/4 5/16 1/8
3/8 3/8 1/8
3/8 7/16 none
3/8 7/16 none
5/8 3/8 3/8
1/2 7/16 1/4
1/2 7/16 1/4
1/2 1/2 1/8
1 /2 5/8 none
1/2 1 1/1 6 none
5/8 1/2 none

# 8 3/8 5/8 none
1/2 5/8 1/8
1/2 11/16 1/8
1/2 13/1 6 none

The width of the pressed wrinkle is negligible since a crease was produced with the
height as indicated.

In general, as the wrinkle width gets larger than the wrinkle height, the wrinkle will
not get pressed into the trousers.

It was found that the location of the wrinkle also affected whether or not the wrinkle was
pressed into the trouser.

Table 1 Wrinkle Setting Test Data
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3.0 INTEGRATION

As the work on the four technology areas has been proceeding, work has also been done on
describing the configuration of a production pressing system as shown in Figure 11. A
description of a proposed system sequence of operation follows.

Delivery System

Empty Carriages are queued in Empty Queue.

Operator brings Empty Carriage into Loading Station, either by physically
grabbing the first Carriage in Empty Queue or by pushing a button to request that
Control System do the same.

Operator loads Leg A, requests Leg A rollers to tension (probably by footswitch).

Operator loads Leg B, requests Leg B rollers to tension.

Operator inpsects pants on Carriage, then either releases the carriage into the
Loaded Queue (again either physically or pushbutton) or takes corrective action,
including Tensioning and Releasing rollers as many times as needed. If operator
releases Carriage, system ;ncrements Loaded Queue counter.

When Loaded Queue counter is below a predetermined level, system notifies
operator.

Alignment System (AS)

If Loaded Queue counter is equal to at least one, take a Carriage, place it in the AS,
and decrement the counter.

Extend & C;arnp Knee Aligners

Extend Cameras at Knee height.

Get Seam Offset at knee height.

Align seams at knee as indicated.

Get Seam Offset again to verify within tolerance, align again if necessary.

Move Cameras to cuff.

Get Seam Offset at cuff.

Align Seams at cuff as indicated (engage and disengage clutch if necessary).

Get Seam Offset again 1o verity within tolerance, align again if necessary.
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Retract cameras.

Signal Pants Ready to be removed from AS.

When Transfer System signals it has Grabbed Pants, then system releases both
leg rollers, releases and retracts knee aligners then signals that Pants Released.

When Transfer System signals it has Cleared AS, system releases carriage into
Empty Queue and re-starts its cycle from the beginning.

Transfer System (TS)

If TS is empty, attach to Robot if not already attached.

If TS is empty and we are attached to Robot and AS signals Pants Ready:
Move to AS.
Grab both legs.
Wait for AS to signal Pants Released
Tension both legs.
Move away from AS and signal when we have Cleared AS.

Move to Open Position and Open Legs.

Place Leg A on Buck.

Open Cuff Gripper A and move off Buck.

Dock TS then Release Robot.

Wait for WS to signal that Leg A is Wrinkle Free and Wrinkle System (WS) is
Clear of Press.

Start Press Cycle for Leg A

Request Robot, then Undock.

Once we are Undocked and Press Cycle is finished, mark Leg A as pressed, remove
it from Buck, and place Leg B on Buck.

Open Cuff Gripper B and move off Buck.

Dock TS then Release Robot.

Wait for WS to signal that Leg B is Wrinkle Free and WS is Clear of Press.

Start Press Cycle for Leg B.

Request Robot, then Undock.

Once we are Undocked and Press Cycle is finished, mark Leg B as pressed and
remove it from Buck.

Release pants from TS and re-start Cycle.
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Wrinkle System (WS)

When there is a Leg on the Buck and it is not Wrinkle Free, request Robot.

Once Robot is attached, Sweep for wrinkles and smooth them until Leg is Wrinkle
Free and marked as such.

Move away from press and signal when Clear of Press.

Release Robot.

Table 2 shows the output and input requirements for a simplified version of the pressing
system.

This Page Shall Not be Duplicated 177



M0

c3,

a

Q .

m~ a. a

> 0 c

4'7

cL

cr CUo

C:

ci 0

,:x 0x'

v) 2 l) LC

ci l

D

C=C
4' 4' a

m :

aw ci
? .'

This~~a PaeSalNtbeDpiae 7



OUTPUTS

Cuff Tension[1] Tension/Release
Cutf Tension[2] Tension/Release
Shuttle Off/On
Shuttle Slow/Fast
Shuttle Alignment/Press
Shuttle Lock Unlock/Lock
Cuff Gripper Open/Closed
Fixed Gripper Open/Closed
Head Steam Off/On
Buck Steam Off/On
Vacuum Off/On
Head Hesitation Off/On
Head Close Off/On
High Pressure Off/On
Jet[l] (or Sweep) Off/On
Jet[2] Off/On
Jet[31 Off/On
Jet[4] Off/On
Jet[51 Off/On
Handchanger Engage/Disengage
Transfer Rack Clamp/Unclamp
Fan Off/On

Note: Multi Chamber Buck will Require Additional Outputs

INPUTS

Shuttle Slow
Shuttle Stop
Transfer Rack Ready to Clamp
Transfer Rack Clamped
Handchanger Engaged

OTHER

Align Seam(l Stepper Motor
Align Seam[2] Stepper Motor
Leg Tension Servo Controller
Get Seam Offset[l] Vision Routine
Get Seam Offset[2] Vision Routine
Wrinkle Detect Vision Routine

Table 2 Simplified System Interconnection
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Particles: A Naturally Parallel Approach to Modeling

Donald H. House David E. Breen
Department of Computer Science Rensselaer Design Research Center

Williams College Rensselaer Polytechnic Institute
Wiiliamstown, Massachusetts USA Troy, New York USA

Introduction A particle's set of "neighbors" may change during the
course of a simulation as the particles change positions

Motivated by both the goal of developing a real-time relative to each other.
training simulator for arthroscopic surgery (81 and the The particle approach addresses many of the
goal of developing an accurate model of cloth for auto- unique requirements of modeling complex non-rigid
matic garment handling, we are currently developing materials. One of the most important of these require-
particle-based techniques for the mechanical and vi- ments is related to the large changes in both geome-
sual modeling of complex non-rigid materials. Using try and topology that may occur during a simulation.
this approach, a material is represented as a large col- For example, during surgical simulation tissues may be
lection of microscopic particles interacting with each cut, pulled, shredded and torn. Cloth is also cut and
other according to simple physical laws operating on severely deformed during manufacturing and pressing.
a microscopic level. Since modeled materials derive Since the underlying representation of a system of in-
their macroscopic properties from these microscopic teracting particles is not affected by geometry or topol-
interact-ons, th , Lechnique cioseiy parallels the actual ogy, particle modeling promises to be very robust in
discrete structures of nature. This contrasts with more the face of these changes.
conventional finite element techniques that use much Particle-based modeling is also well suited to mod-
smaller numbers of more complex elements, and that eling the non-linearities inherent in such materials as
specify element properties directly in terms of physical soft biological tissue. For example, cartilage is a bipha-
laws operating at the macroscopic level, sic material consisting mostly of liquid supported by a

In particle-based modeling one does not assume fibrous mesh (131. The effective porosity, and therefore
that the properties of the constituent elements used to the amount of internally generated viscous damping of
model a material are a scaled down version of the prop- this mesh, is greatly increased when the cartilage is
erties of the material as a whole. Instead, one attempts placed under compression. This material nonlinearity
to create the micro-primitives (particles) whose inter- can be handled naturally in a particle model, since the
actions, when aggregated, produce the desired macro- model can be constructed to contain a representation
scopic behavior. Thus. in developing one of these mod- of the two components of the material's microstruc-
els, there is more to learn from scientific molecular ture, allowing the interactions of chains of fiber parti-
models than there is from engineering models for ma- ties, with freely moving fluid particles to be modeled
teriais. directly.

In our conception. particles are hierarchically or- Having a representation of the microstructure of
ganized atormic, discrete entities containing fixed pa- a material is essential for the modeling of certain re-
rameters governing how they interact with other par- sponses. For instance, the behavior of cloth cannot be
tidles, and state variables that are updated as the sim- adequately understood without representing the weave
ulation proceeds. Each particle obeys laws that gov- of the material, because most of the significant stresses
ern how its state variables change as functions of both occur at the crossing points of the threads in the weave.
tine and inputs from other particles. In our current The particle approach, utilizing simple micro-
design, each particle receives direct inputs from a set scopic primitives, and deriving complexity from large
of "neighboring" partirles and inputs from more dis- numbers of these primitives, should map naturally
tant particles through a global information evaluator. Dnto massively parallel computing arcnitectures. Since
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this technique will rely on several millions of particles been run, studying such systems as balls bouncing in
to represent a material, the computational require- an enclosed container, and particles flowing through
ments on a serial machine would be prohibitive. How- an externally applied vector field. It has also been
ever, the approach is tailor-made to take advantage used to produce an animated film showing 27 particles
of the processors on a massively parallel machine and using a "potential well" model of the force of attrac-
there it should be not only practical but quite fast. A tion between the particles. All of these simulations
goal and expectation of our work is to produce near were done using the assumption that inter-particle po-
constant time (at most 0(log n)) algorithms for the tential drops to zero at some small distance from the
right computing architectures. particles.

In order to handle the more realistic situation of
Experiments and Results particles acting across large distances, we have imple-

mented and are experimenting with the Fast ,Multi-
Our initial investigations of particle-based modeling pole algorithm due to Greengard (5]. This algorithm
have concentrated upon the development of software has been implemented in CLOS (Common Lisp Object
tools for use in experimentation. These tools have System) (91(141, and should be readily ported to cer-
been integrated into The Clockworks (2](4], our com- tain massively parallel machines. On a serial machine
puter animation and simulation environment. Work so it provides for 0(n) computation of the inter-particle
far has centered around facilities for geometric model- potentials or forces. On a massively parallel machine,
ing, simulation, and image rendering, the algorithm promises 0(log n) performance.

For geometric modeling, we have implemented Our initial simulations looked only at particles
several particle based modeling tools (6]. The tool in- that were spherically symmetric, producing approxi-
tended for small systems of particles gives the user mately spherical objects, but more recently we have
interactive control over the placement of particles in a conducted a series of experiments with "structured"
3D environment. For larger systems, we have devel- particles. Structured particles have a microstructure
oped a kind of "injection molding" capability, which that may produce arbitrarily shaped objects. We have
works by evaluating a conventional constructive solid turned to physical chemistry and studies of the water
geometry (CSG) model using particle sampling. This molecule for insight into modeling on a molecular level.
latter capability allows us to construct particle models There have been numerous models developed that are
conforming to any destred geometry. capable of simulating the structure and dynamic be-

For the "injection molding" work we have experi- havior of water. In particular, we have focused on
mented with two methods for determining a final equi- studying the ST2 water molecule model [16]. To date,
librium configuration for a set of particles. One of we have created an animation showing the dynamics
these is deterministic and the other is stochastic. The of the ST2 model using conventional numerical inte-
deterministic method calculates the forces and torques gration techniques, and we have created simulations
generated by the inter-particle potentials, and simply where large numbers of ST2 particles are effectively
applies the laws of motion to move the particles to "poured" into a container defined by a CSG model. A
some final equilibrium state, if one exists. In the non- stochastic approach based on the Metropolis algorithm
deterministic approach, particles are randomly per- is used to determine the particle configuration.
turbed from their current position, with new posi- There are several methods for generating corn-
tions probabilistically accepted or rejected based on a puter graphic images from a particle-based model.
Boltzmann distribution of particle energies. This ap- Simple images may be attained directly from the par-
proach was first suggested by Metropolis et al. [12] and tides themselves by simply projecting each particle's
was proposed as a practical optimization technique by three-dimensional coordinates to two-dimensionai im-
Kirkpatrick et al. [101. age space ?15j. Another approach. first suggested by

We have completed a general simulation tool for Blinn (1], is to generate an iso-potential sur~ace enclos-
defining and evaluating an arbitrary collection of in- ing the cloud of particles. This can be constructed by
teracting objects -'31. This provides a message-based defining ieid functions centered around each particle,
object-oriented environment within which to experi- with eacn partcie's fieid contributing to a net fieid for
ment with various interaction rules. This tool is opti- the system. Any convenient iso-surface through this
mized for generality rather than for speed. Thus, its field can then be used as a surface for image making.
main use is for simulations of small numbers of parti- We have developed two iso-surface render:ng tech-
ties, but it is allowing us to develop the experience nec- niques that may be used to create computer generated
essary to construct successful large-scale simuiations image9 oc I collection of particles. The first is appro-
Dynamic simulations of small particle systems have priate wnen using polvgon-oased -raphics hardware to
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do the rendiering, and is based on algorithms by Wyvill number of iterations. Since each iteration in the col-
et ai. (1SI and Lorensen (411. Here, the systemr's .0- ored approach takes twice as many operations as the
surface is approximated by a polygon mesh. For high "uncolored' approach, it appears that perturbing and
q~uality images. a ray- tracing algorithm was developed modifying every particle in parallel is the preferable
in our laboratory L171 that renders the system's iso- method for implementing the Metropolis algorithm for
surface directly, our application.

Our particle-based model of cloth attempts to
capture the dynamiucs of the draping Eehavior of cloth Discussion
through the definition of energy functions defined at
node points (particles) that represent thread crossings. Our efforts to date have provided us with a conceptual
The evaluation of the dynamics is achievrd in a two framework, and software tools for the study of particle
step process. The first step calculates, for one time systems. Our current efforts are focused upon develop-
step, the velocities and positions of the particles by ing the theory, methodologies, and algorithms neces-
solving force-based differential equations with inter- sary to make the technique both practical and useful.
particle constraints removed. The second step enforces Ideas for this effort are being drawn from work it cellu-
the inter-particle constraints using stochastic energy- lar automata. neural networks, parallel programmrring,
based methods. Since the central operation of our statistical physics, and traditional mechanics.
stochastic -valuation method minimizes energy func- There are many problems to be solved and open
tUons using the Metropolis algorithm, our initial in- issues to be addressed before particle modeling be-
vestigatlons ulto a parailel impiernenitation of particle- comes a practical simulation and engineering tool. The
bLsed mnodefls focused on at parailel version of the this most important of these problems is that of devel-
algerithm. oping a methodology for the establishment of mnicro-

A simplified version of our cloth model has been scopic particle parameters that will give rise to the
implemented in Think-ng Machine's *Lisp for the CMI- desired macroscopic behavior. The problem is clearly

~ lt s~orsn~.ibyatnlgcal 4 eh NP-Complete, but near optimal solutions to the prob-
of points movin;4 in 3-1) Fuc J'd space. Fach particle 'tern should be attainable- Other important open prosy-

Is mapped to a processor .-oiu is coimnected to 'its four hems are the development of fast algorithms for up-
nearest neighboring particies, except along the edges dating particle neighbor lists, and high-speed global
of the, mnesh. An ener y can be calculated for each information exchange. We are also concerned with el-
particle bL-,edi on its location and tile locations of its egant approaches to introducing orientation sensitivity
e1 ibYOrs It is thisPlfZ ene L Vha -w'11i11rni7e .vith te into particle-particle itrcontradeoffs between

Mferropciis -ilgorithm,. using a discrete or continuous representation of par-
Once, the moicdel was intikmrieott~d in 'Lisp. tests ticle states, and developing fast particle-particle and

'lre 1(onliucted to determtie if it wasi necessary to in)- particle-object collision detection algorithms.
pose t -:olorin4' scheme on the '2-1) mesh Of prces-- A large effort is b eing devoted to studying and
,ors A ;,olorinig scheme for .eparalll etropols applying the Fast Multipole algorithm (51 for evaluat-
algorithmi w.ould break the prorcessors into a number ing parti cle systems. We axe particularly interested in
1'f ir iPP1'dorit- ',-OiCred" 47:!Yl5Ins hi rder toproreprlv investigating how to exploit the hierarchical structtures

iln~ei~nthe Mletmovoiv; airinn s rzr'inally Ie- innerent in the 3.1gorithm for rendering. These st-uc-
fined. 'he -ierzy funct;on ass oeiated withl -acti memn-.- tures provide spatial information that may be used to
ncr. in a --irticuiar group snoiud be tnde-peno4-nt ct rap-,cly create iso-surfaccsa ot the potential field. Direct
all hethrmembers of tht rouip, Each group of ray - iso-surf -ace intersections may also be based on
;pr--sors in i -heir iso-c ttcO iAra-ti 'T-c mcii- the hierarchlical sp~atial subdivisions of the Fast NMul-

hel;o:a> me rco 'L A U- nce tipoc! alt-ritrhm_ The algorithm is not oniy providing
'2 1) mesh of proce ssors, whner --i("i processor coc iv '-Ia technique! Cor t b:c rapid evaiuation of inter-particle
penDds )n itS nleare-st neiib.ov. --,n '1e1 spit iotwo pottiitia~s. Out also promitses to be the foundation for
itn,en~iont grusin a chcrha'L-~T.a new ciass ci- renuering algorithms.

Z- tsted the min:m~ Df~n ci r m od-,i u ,i n g x We ar- urnl designing an implemEntation of
parail'-'1 \te trcpoiis algorithm~ in *Li's both with the Our rnodeiing aipproach for the Connection Machine
-. cloring sche-me and withou!t. CO ir !mtI i''''ia 7 On the- (>,nnoction Machine each particle will be
tioris 0howed1 that he was; nt. sisn ilrence nTanpeti :nc 3. Virrual orocessor. Each virtual proces-
in !I-r. so)C ofhs'w m;is t I'-Lhods sor will c,: niu nicate di recitl y wi th a certain number of

Pro 1( Ir Aoc !7. ic''-a' ~ ire urr'', r' Zli t-r'o-esscrs :n order to compuite near
mimrim cnigraon r r 0 o'- '1. ''s i ,r.,t- s wiP e't calculated using
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the Fast Multipole algorithm requiring an additional [9] Keene. S.E., Object-Oriented Programming in
hierarchical organization on all of the virtual proces- Common Lisp (A Programmer's Guide to CLOS)
sors. Once near and far effects have been calculated (Addison-Wesley, Reading, MA, 1989).
for each particle, every processor would then respond [10] Kirkpatrick, S., C.D. Gelatt and M.P. Vecchi,
uniformly and simultaneously to the potentials acting "Optimization by Simulated Annealing," Science,
upon it. Vol. 220, No. 4598, pp. 671-680, 1983.
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ABSTRACT

The Sensing for Automated Garment Handling project was conceived as part of a

larger project to automate the process of pressing trousers at garment manufac-

turing sites. The automated pressing system is to replace the current method of

manually pressing the trousers with a fully integrated, automated trouser pressing

system. This paper describes the efforts put forth to produce sensing solutions for

the automated system.

The sensing requirements include detection of trouser seams for seam augn-

ment and detection of wrinkles for removal of wrinkles. The seam sensing utilizes

a lighting scheme which casts a shadow across the seam that is detectable by the

camera. Applying convolutions, histograms and thresholding functions. the seam

contour can be extracted from the image. A Hough Transform approximation to

the seam line produces the location of the seam. Determination of the in-seam and

,ut. o-- iocarons arnr the car.era locations and resolutions produces the difference

distance for driving the roller and stepper motor aiignment device.

The wrinkle detection technique utilizes structured light to extract three di-

mensional information about the wrinkles. The wrinkle detection is performed on

the trousers which are placed on a curved press surface. The curvature contour of

the press surface is extracted from the structured light image of the press surface

and the curvature contour of the wrinkled garment is extracted from the structured

light image of the garment on the same curved press surface. The difference of the

two contours represents the wrinkles present in the garment. The difference image

can be processed to obtain wrinkle height, width and location information, as well

as wrinkle orientation information.
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CHAPTER 1

LNTRODUCTION

1.1 Justification

The Sensing for Automated Garment Handling project was conceived as part

of a larger project to automate the process of pressing trousers at garment manu-

facturing sites. The automated pressing system is to replace the current method of

manually pressing the trousers which requires a worker be exposed to extreme heat

and humidity and be well trained to operate the pressing equipment. The auto-

mated pressing project was proposed to alleviate labor problers due to the adverse

working environment and the quick turnover of laborers.

1.2 Goals and Project Groups

The automated pressing project goal is to produce a fully integrated, auto-

mated trouser pressing system for installation at garent manufacturing sites. To

produco such a system requires research and development efforts in several different

areas: sensing, modeling of materials and garments. grasping and manipulation of

garments. and intezration of these three areas. This paper describes the efforts put

forth to produce sensing solutions for the automated system.

1.3 Background

1.3.1 Automation in the Garment Industry

Automation in the garment industry is not a new topic. Units to cut and

sew cloth pieces are cormmonly utilized at many manuiacturing sites. However.

automatic handling of garment pieces which are fully assembled is an area which

received very little attention prior to The Automated Handling of Garments for
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Pressing project.

The concerns involved in automatically handling fully assembied garments are

cuite different from those involved in the automatic cutting and sewing operations.

Cutting operations are typically performed on '"at. vacuum tabies. simplifying trans-

port of the cloth and the sensing needs of the system. Automated sewing operations

often utiize simpie point detectors to locate the edge of the ciot'.

Fully assembled garments require dramatic increases in the complexity of the

automated system handling and sensing requirements. Manipulation of the garment

becomes difcult and requirements for wrinkle detection. force sensing and more

sophisticated garment parts location sensing become mandatorv.

It is well known that garment manufacturers prefer low-cost. simple solutions

to problems. In addition, the manufacturing sites usually have vert; restricted phvr-

ical space. Thus. in designing automated garment manufacturing systems, it is

necessary to keep costs low and refrain from implementing large. complex solutions.

1.3.2 Material

The difcuitv in automatng a zarment manuiactur:zg process les in the ma-

terial. SLight variations in the thread content of a material will cause the material to

react quite differently. requiring different applied tension for manip ulation. produc-

ing different reflectance properties when viewed by a camera anc having different

wrinkling properties. Assembiing a gar-ment increases the complexity of the manip-

ulation and sensing of the material by applying new tensions to the mater:al.

Various properties of Bexibie materials have been studied. but no concrete

method of accurateiv characterizing materials has been deveiopec. Thus. the task

of automat;ng the manipulation of fully assembled garments is auite di-f-cult.

This Page Shall Not be Duplicated 197



1.3.3 The Pressing Process

The pressing of trousers is performed to place permanent creases in the center

of the front and bac: Daneis of each trouser leg. The process ;s also performed

to remove any puckers present in the garment. Due to the high temper ture of

the steam from the press. an, creases placed in the trousers due to the pressin

process are permanent. 1t is therefore imperative to remove any wrinkles that may

be pressed into the trousers as creases during the pressing process.

The pressing unit consists of a horizontal, curved, vacuum surface (referred to

as the buck) for placing the trousers on, a sirmilar curved top closure to distribute

the steam. and a prosrammabie unit for varying the temperature. amount o: steam,

a.mount o. vacuum and iength of the pressing cycle.
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CHAPTER 2

BACKGROUND

2.1 Images

Charge Coupled Devices (CCDs) are typically used for camera image planes.

These CCDs are 2-dimensional square arrays of evenly spaced picture elements (pix-

els) which are light sensitive. The amount of charge at each pixel site is directly

related to the amount of light incident on that pixel over the period allotted for

charging the pixels.

A 2-dimensional image obtained from a CCD sensor is represented by a func-

tion f(x, y) where x and y denote the horizontal and vertical location of a pixel in

the image. and f(z., y) denotes the image intensity value of the same pixel. A typical

CCD camera will contain a sensor with a square array of pixels of size 256 by 256

or 512 by 512. The image origin, x = 0: y = 0, is designated as the upper left hand

corner of the image.

The image intensity value refers to the amount of light incident upon the

pixel and is generally quantized to 28 = 256 grey levels. f(z, y) = 255 denotes the

brightest (maximum) amount of light at a location z, and f(:,y) = 0 indicates

the darkest (minimum) amount of light at location X, y.

2.2 Image Operations

2.2.1 Threshold

The threshoiding operation creates a binary image from image points f(z, y).

The operation is performed by setting all pixel intensity values equal to or above

a given threshold to a given value. .4. and all those below the threshold to a given
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value. B.1]

g(z.y) = .4 for f(z.y) > threshold

= B otherwise (2.1)

The use of double thresholding to create an intensity band is also useful.

g(zy) = A for f(z,y) >_ thresholdl and f(z-,y) < threshold2

= B otherwise (2.2)

2.2.2 Histogram

The histogram function produces the frequency of occurrence of each grey

level in the image. For an image with n grey levels, the histogram is denoted h"j],

0 < j < (n -1). where j denotes a particular grey level and h[j] denotes the number

of occurrences of grey level j in a particular image.[I]

2.2.3 Convolution

The discrete convolution operation is a method of filtering the image to pro-

duce, for example, lower or higher spatial frequency images, or to extract particular

features from the image. The operation involves overlaying a mask of a desired size

on an image and summing the products of the values of the mask and the image

grey level values. The new pixel value is the sum of the products. The operation is

repeated as the mask is shifted pixel by pixel over the entire image.

g(=,y)= Z h(z - i,y-j)f(i j) (2.3)

where h(i. k) is the convoiution mask. f(z.y) is the original image and g(z.Y) is the

convolved image. The mask size is given by the summation values. A! and N. and

is generally square with an odd number of values.
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A uniform mask with each mask value equal to 1/(total number of mask values)

will perform an averaging over an .l by A' region of the image. This averaging will

appear as a smoothed version of the image.

Extracting edges (enhancing high frequency image information) is performed

by weighting certain mask values more than others. Vertical edges can be enhanced

through the use of a mask with weights to the right of the center that differ from

those to the left of the center. Horizontal edges can be enhanced through the use

of a mask with weights above the center of the mask that differ from the weights

below the center of the mask.

Lines can be enhanced through the use of a mask with a band of weights of

the width of the line and at the anticipated orientation of the line.

Numerous masks have been developed, including the Sobel operator and the

Roberts operator, which utilize discrete approximations to the gradients and lapla-

cian operators to extract edge information.[2]

2.2.4 Correlation

The correlation operation is performed to determine the amount of similarity

between two functions. The operation integrates the product of the two functions

over a given area and produces a correlation value which is directly proportional to

the amount of similarity between the two functions.

In image processing, the functions are represented by images or templates and

the correiaticn operation is discretized. If an image is correlated with a tempiate,

the correlation output will be maximized for those portions of the image which are

most similar to the template. Correlation i performed by shifting the template

across the image and determining the correlation for each location.

M-i N-1

g(z.y) = _ T h(z -iy.- - j)f( j). (2.4)
TO 20
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where f(ij) and h(i,j) denote the original image and template. respectively. M

.nd N define the size of the template h(Z.j), and g(z.y) denotes the resultant

correlation value for each (z, y) pair.J2]

2.3 Data Interpolation

2.3.1 Hough Transform

The Hough transform is a method for producing a best-fit line from data that

may be noisy or corrupted. For each data point, the transform searches through its

2-dimensional parameter space to determine which slope-intercept combinations (or

radius-angle combinations) are valid for creating a line containing the given point.

The accuracy of the solution is proportional to the discretization of the parameters:

thus the solution is a best-fit line for the given discretization and range of the

parameters.

A line may be represented in cartesian coordinates as:

Y =- + b (2.5)

where x,y denote the data point, rn denotes the slope and b denotes the y-axis

intercept.

A line may be represented in polar coordinates as:

p = z cos 8 -' D sin 0 (2.6)

where x,y denote the data point. p denotes the radius. and 9 denotes the angle.

An accumulator for each parameter pair tracks the number of valid data points

that solve the line equation. After compieting the search. the largest accumulator

value indicates the best-fit slope-intercept combination (or radius-angle combina-

tion).

The polar coordinate representation is valid for all possible lines, while the

cartesian representation is not valid for vertical lines with siopes approaching infinity.[1]
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2.3.2 Cubic B-Splines

B-splines are interpolation techniques which produce approximations to sets

of data points. B-splines have an advantage over other interpolation techniques in

that B-splines are simple to formulate. and they produce curves that are easy to

manipulate and have properties that reflect those found in natural curved surfaces.

An nth order B-spline uses a local neighborhood of n points to produce a poly-

nomial approximation of the (n - 1)th order. Cubic B-splines, the mcst commonly

used splines, produce functions whose first and second derivatives are continuous.

The B-spline is computed according to the following formulation:

n+ 1

X(s) Z viBi(s) (2.7)
t=O

X(s) is given by the expression where the n 2 ,i are the n coefficients

determined from the n data points, plus an additional two vi obtained from boundary

conditions. B;(s) represents the cubic polynomial basis functions that are non-zero

only over the interval (i- 2) to (i + 2). The basis functions are identical, but shifted,

functions.

The basis functions can be divided into four spans such that each span contains

., of each of the basis functions and is designated C,.j(s), 0 <j _ 3. Then:
4

X(s) = C,.. 2 3(s)V,.i + C,2 (sOvi + Ci (s)Vi+i + C'+2 .o(s)Vt+: (2.8)

Figure 2.1 illustrates one span of the basis functions.[3]

2.4 3-D Sensing Methods

Numerous methods have been developed to extract 3-dimensional informa-

tion from 2-dimensional images. Three methods commonly implemented are range

finding, stereo vision and structured lighting.
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Figure 2.1: Four non-zero basis functions over single span

2.4.1 Laser Rangefinder

Laser rangefinders are based on laser technology and time-of-flight methods.

The first time-of-flight method utilizes phase-shift measurements of the laser pulse

between leaving the source, bouncing off the object and returning to the detector.

The second method utilizes total-time measurements from the time the pulse leaves

the source until it arrives at the detector.

The range-finders produce high density range maps with high quality spa-

tial and range resolutions. However, the units are extremely expensive due to the

requirement for quality scanning equipment. The laser scanning process requires

fast and accurate movement of mirrors to project the beam across the scene, which

results in costly mechanical parts.

2.4.2 Stereo Vision

Stereo vision utilizes two cameras viewing the same scene from different loca-

tions. Given the location of the two cameras, and the correspondence between the

points in the two images. the depth of the objects in the images can be determined

from the geometrv. The difficulty lies in determining the correspondence between

each point in the first image with the corresponding point in the second image.

Figure 2.2 illustrates the stereo vision configuration. Ideally., the two cam-

eras optical axes should converge near the scene object of interest to maximize the
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number of points in common between the two images. This method. known as con-

vergent stereo, reduces, but does not alleviate, the correspondence problem between

the two images.

ooject

< mera 1 camera 2

Figure 2.2: Stereo vision configuration

2.4.3 Structured Lighting

Structured lighting is a technique similar to stereo vision, but the second

camera is replaced by a light source which projects a known light line or pattern

onto the scene being viewed bv the first camera. Again. given the location of the

camera and light source. and the correspondence between the points in the two

images, the depth of the objects in the images can be determuined. However. the

correspondence problem is simplified because the light pattern is known and can be

tailored to the application.

The projection of a line of light onto a non-fBat surface will result in geometric

distortions of the light pattern at changes in the relative depth of the surface being

illuminated. A surface with a constant first derivative in the direction of the line

will exhibit smoothly varying changes in the line of light projected on that same

surface. Points on the object surface at which the first derivative is not constant.

i.e.. non-smooth changes in the surface. will produce discontinuities in the projected

line of light. In general. the projected line of light will follow the contour of the
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surface on which it is projected.

Figure 2.3 illustrates the projection of a single line onto two objects. The depth

of the sphere's surface changes at a constant rate and thus the lightline distortion is

smoothly varying. The lightline displays a discontinuity at the edge of the right and

front surface of the cube. For an alternative view of the cube with just the front

surface visible, as illustrated in figure 2.4. a jump in the lightline would appear at

the edge of the cube.

Figure 2.3: Structured Lighting - Side Perspective

cute

Iicnt stride

Figure 2.4: Structured Lizhting - Front Perspective

The light source utiiized to project the light may be one of several devices: a

laser. a proJector. or any other high intensity light source. A laser and scanner pro-

vide high intensity Iight patterns of varying comptexity and offer re-programmabilitv.
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A projector, a less costly option, may utilize high quality cut-glass slides, but will

not produce as high intensity light patterns as the laser. The third option. high in-

tensity light sources, produce lower intensity lighting than the laser and less complex

patterns than the laser or projector.
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CHAPTER 3

DEFLNITION OF REQUIREMENTS

3.1 System Requirements

The fully automated pressing system is required to operate at rates equal

to or greater than manual operators currently work at and produce pressed and

creased pants of equal or better quality than those produced manually. The system

will initially handle only wool and wool-blend dress trousers with busted seams as

illustrated in figure A.1 in Appendix A.

The pressing process consists of six stages: alignment of trouser leg seams,

transfer of trousers to the pressing buck, detection of wrinkles on the trousers,

removal of wrinkles, pressing of trousers and removal of trousers from the buck.

Each of these stages will be automated.

3.2 Sensing Requirements

Evaluation of the above pressing process resulted in the proposal of the fol-

lowing sensing requirements: seam sensing, wrinkle sensing and force sensing.

3.2.1 Seam Sensing

The seam sensor is utilized for locating the inner and outer seam of each pant

leg for proper alignment prior to pressing the garment. Proper seam alignment

requires aligning the inner and outer seam at the cuff of the trouser leg and at or

above the knee of the trouser leg. The proper alignment of the seams is crucial for

producing front and back creases that lie in the center of the trouser legs. The seam

sensing and alignment take place prior to transfer of the trousers onto the press

buck.
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3.2.2 Wrinkle Sensing

Wrinkle sensing occurs after placement of the trousers onto the press buck

and is utilized to ensure that no significant wrinkles are present prior to pressing
the garment. If wrinkles of significant size are present, the height, width, orientation

and location of the wrinkles are determined.

3.2.3 Force Sensing

Force sensing is utilized to ensure that the proper amount of force is applied

to the garment to reduce the risk of damaging the garment and to ensure that

enough tension is applied to minimize the number of wrinkles. Force sensing was

not developed in this project, but will be developed once the grasping/manipulation

devices have been fully designed and implemented and the force sensing requirements

fully defined.
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CHAPTER 4

SENSING METHOD PROPOSALS

Several methods were initially proposed and pursued for each of the two sensing

requirements. Investigation of the different methods led to a single method for the

wrinkle sensing and a standard method for the seam sensing with a backup method

to handle a unique and infrequently encountered material.

Definitions and illustrations of garment-related terms mentioned throughout

this chapter may be found in Appendix A.

4.1 Seam Sensing

Seam sensing requires accurate location (+/- 0.125 inches) of the seams on

both sides of the trouser leg for alignment. Many methods have been proposed for

seam sensing of which most can be eliminated due to measurement inaccuracy, incon-

sistent performance or implementation complexity. The proposed methods include

mechanical location of the seam. mechanical detection of multiple plies. transmitted

light through seam detection. one ply versus two plies detection. transmitted light

detection. laser light technique. and exterior seam shadow detection.

4.1.1 Mechanical Location of the Seam

The location of the seam can be determined bv determining where the two

pieces of fabric meet for a seam. Mechanically this can be performed by sliding a

knife-edge along the surface of the fabric until the resistance of the folded seam is

sensed. This same action could be performed to locate the seam from the opposite

direction as a confidence check. The opposite seam would be located in the same

manner. Some exDerimels have been performed that indicate this technique could

be used for heavier weight fabric which have well-formed seams. Such a device might
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be incorporated as an integral part of the rotating seam alignment mechanism which

is described in the Grasping and Manipulation section. However, improperly busted

seams (not an uncommon problem) would prevent the apparatus from operating

properly.

4.1.2 Mechanical Detection of Multiple Plies

The detection of the differential thickness of multiple plies formed by the seam

might be detected by mechanical means. An instrumented roller could be used to

measure the thickness of the trouser leg material as it is being rotated by the seam

alignment mechanism. Some experiments have been performed that indicate this

technique could be used for the heavier weight materials to locate the multiple ply

selvage areas. However. improperly busted seams would prevent the apparatus from

properly working. In addition. seam location would be inaccurate for seams with

uneven amounts of selvage on either side of the seam.

4.1.3 One Ply versus Two Plies Interior Light Method

The One P1'. Versus Two Plies method is simiiar to the method described

above, but utilizes an interior light in the trouser lei to detect the location of the

selvage edges. The light is a high intensity gas lamp with an aluminum housing

and two plastic diffusion plates to permit simultaneous illumination of both the in-

seam and out-seam with the same light. The overall dimension of the light source is

approximately 3:4z0.75 inches for easy piacement within the interior of the trouser

leg. The light intensity is great enough for detection by an exterior camera: the

Light passes easily through a single ply of fabric. but is more attenuated by the

two piies of fabric located on either side of the trouser seam. The camera image

of the transrmitted ight then contains a dark central strip, indicating the two non-

transparent plies. with lighter areas to either side of the strip, indicating the one

This Page Shall Not be Duplicated 211



transoarent ply. The seam is estimated to be at the mid-point of the two-ply vertical

strip, as illustrated in Figure 4.1.

two plies two plies

.- - . .....'. i - C .•

....... . - - iiiiiiii~iiiili:::. . . ..

. ."--* . . . . d. .. .i

........d . ..,tii~iiii .*!; ........ i C ,,t
SS• * •S SN N S• S •• S N

oneplone ply actuald dd,

seam dletermined seam location

Figure 4.1: One Ply versus Two Plies Interior Light Mlethod

Testing of this method on a variety of trousers produced very inaccurate searn

location results, due to improperly busted seams and an uneven amount of seivage

on either side of the seam In the majority of trousers tested.

4.1.4 Transmitted Light Through Seam Detection

The Transmi1tted Light method utilizes the same light as the One Ply Versus

Two Plies method. The cht fixture is paced on the inside of the trouser le to

transrt light thr-ough the seam zaps for location of the seam. The appi cation o

an appropriate tension force across the seam of the trouser eg will cause the seam

to separate soiotlh and ceate a "e.,veen te tajoriteseam stitching. The

light fixuure on the nside ofo the seam a s that

will appear on the exterior as a broken ine of light in the darker two ply area. as

ilustrated in Figure 4.2. A camera can be used to acquire the image of the seam. and
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appropriate algorithms applied to extract the broken line of light from the image.

This method requires the insertion of the light fixture into the trouser leg and more

extensive computer processing of the image data.

't%' • a S *S a S

*. 5 ass.'.. .< %'. , ,

ass as S aS aSa

5*55555S .• •. 5 S* 55

-.S - -• •S 5 a aa

aSSSSSS S ~ ''~5554
light through seam

Figure 4.2: Transmitted Light Throuogh Seam

4.1.5 Laser Light Method

The laser technique utilizes a single laser line scanned across the seam. The

line of light is distorted at the seam due to the change in the trouser surface at

the seam, producing an extxremely accurate seam location value. This method was

tested on many pairs of trousers. It was observed that, in some instances, the surface

change produced by the presence of the seam is not significant enough to produce

a detectable distortion in the light. This is most probably due to either the light

weight of the fabric or the high sewing tension of the thread binding the seam.

4.1.6 Seam-Shadow Detection

The seam shadow technique utilizes an exterior light at an angle to the trouser

leg to cast a shadowv along the length of the trouser seam. An infrared filter is added

to the camera lens to aid in distinguishing the cast shadow from any stripes or other

fabric pattern markings that are parallel to the seam direction. The infrared filter
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blocks light below 850 nanometers. which includes the majority of color variations in

materials. The external light used to create the shadow contains enough light energy

above 850 nanometers (light not blocked by the filter) to be effective in illuminating

the trousers. The camera is positioned normal to the trouser leg with a field of view

of approximately 8 by 8' inches and the lighting is positioned at an angle to the

trousers to cast a shadow across the seam, as illustrated in Figure 4.3.

seam shadow

ligflt source-

00-
- -

camera

trouser leg

Figure 4.3: Seam shadow technique configuration

Testing of this method proves it is fast, simple and reliable in all but one

situation. The exception is caused by the presence of vertical red threads in trousers.

The infrared filter passes red light above 850 nm through to the camera: the red

threads reflect enough energy above 850 nm to appear on the image as vertical lines

parallel to the seam shadow.

Despite this one anomaly, the seam shadow technique appears to be the most

accurate and reiiable of all techniques proposed and was the chosen technique for

further research. The probiem of handling fabric with vertical red stripes has been

This Page Shall Not be Duplicated 214



handled as an anomaly and will most likely be solved utilizing other light source-

filter combinations or the Transmitted Light Through Seam Technique as a backup

method when trousers with red vertical threads are encountered.

4.2 Wrinkle Sensing

The sensing of wrinkles requires recovering three-dimensional information from

a two-dimensional image. The problem is a significant one, but can be simplified

through the use of structured lighting and stereo vision, both well-documented meth-

ods for recovering three-dimensional surface information.

Wrinkles in a flexible material can be viewed as surface height changes across

the material, whereas a flat material will display no surface height changes. The

projection of a high-intensity light onto a non-flat surface will result in geometric

distortions of the light pattern at points of surface height change of the material.

By locating the camera and light projector at different points (commonly referred

to as triangulation stereo vision), the light pattern distortions on the surface of

the object are detectable in the two-dimensional image acquired by the camera.

The light pattern distortions seen by the camera are proportional to the actual

surface height changes of the material. The three-dimensional surface height data

is recovered through processing of the two-dimensional image.

4.2.1 Laser Scanner Method

A laser scanner was originally proposed for use as the reflected light sensor

for projecting the light pattern onto the fabric. The benefits inherent in using a

laser are the ability to reprogram the scanner to produce a variety of light patterns.

the ability to produce complex patterns. and the high intensity of the light. The

created laser light patterns are designed to cover wrinkles at all angles and of all

sizes. Computer programs were successfully written to produce spiral. Lissajous
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(figure-eight-like) and snake-like patterns. The patterns are fairly complex and

require a large minimum number of points to be correctly displayed. This results in

a significant amount of required time to display a single pattern, which produces a
a significant amount of flicker in the viewed pattern. Such flicker is caused by the

entire light pattern not being fully captured by the camera in a single image. The

problem is not resolvable without utilizing more expensive scanning equipment.

4.2.2 Light Line Method

The second approach for the light source is a high intensity light source and

lens which produce a high intensity line of light. When projected across a trouser

leg, the ten inch wide line of light will be displaced at points of change in the fabric

height. Processing of the image produces information about the height and width

of the wrinkles at each image sampling point. By scanning the light line down the

length of the trouser leg, wrinkle information may be extracted at the appropriate

sampling frequency. Interpolation of the data between the sampling points will

provide wrinkle orientation information. The configuration and scanning technique

are illustrated in figure 4.4. The camera is located at a 25 degree angle to the surface

and the lizhtline is located at a 90 degree angle for simple calibration of distances.
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Figure 4.4: Light line scanning configuration
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CHAPTER 5

ALGORITHM DEVELOPMENT

The sensing algorithms may be grouped into three operations: seam detection.

wrinkle detection. and modeling of the press buck and wrinkles. The modeling

algorithms were developed to prove the reliability of the methods for acquiring

surface information for wrinkle detection.

The seam sensing and wrinkle sensing algorithms were originally developed

using the GMF KarelTM and Insight system for convenience. For processing speed,

the ability to handle a wider range of operations, the ability to store a larger number

of images, and future compatibility, the algorithms were re-written in C language

and compiled and processed on the IBM host computer. The original KarelTM

algorithms proved the processing techniques operated properly and produced ap-

propriate results. In conversion to C. several algorithms were modified and many

algorithms enhanced.

The actual C-code modules for seam detection and integration and for wrinkle

detection and description are described in detail in Appendices B and C, respectively.

Conversion algorithms for converting images from one format and resolution to

a second format and resolution are described in Appendix E. Descriptions of the

development equipment may be found in Appendix D.
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CHAPTER 6

ALGORITHMS FOR SEAM SENSENG

6.1 KarelTM Algorithms

The KarelT" algorithms for seam sensing were produced to prove that the

seam line of the trouser leg could be detected using the seam shadow technique. The

KarelTM algorithms do not attempt to locate or model the seam but do perform

image processing to extract the seam from the image.

6.1.1 Image Filtering

The original image is first filtered to remove noise and enhance the vertical

edges in the image (in this case, the vertical edge is the seam). The optimum filter

kernel size for an image with a field of view of approximately 8 inches was determined

to be 3 by 3 pixels, as illustrated in figure 6.1. Larger kernel sizes (5 by 5 pixels, 7

by 7 pixels, etc.) did not produce as sharp seam contours as did the 3 by 3 kernel.

The filtered image has a gray background with a bright contour for the seam.

6.1.2 Extraction of Seam Contour

The histogram of the filtered image is then determined. The histogram pro-

duces the frequency of occurrence of each gray level intensity in the image. The

1 -2 1

1 -2 1

Figure 6.1: 3 x 3 Convolution Kernel for Smoothing
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histogram is used to determine where to set the threshold level in the third step of

processing. The goal is to produce a binary image with the seam contour at gray

level 255 on a background of gray level 0. The seam contour contains the pixels with

the brightest intensity levels. and thus are found in the upper end of the histogram.

Starting from the upper end of the histogram, the number of pixels per gray level

is summed until a given number of pixels has been encountered. This number is

determined as the approximate number of pixels that may be found in the seam

contour. A given line across the image will contain approximately 256 pixels; thus

the sum is determined to be complete when 200 pixels have been summed. The

gray-level at which the 200th pixel is found is set as the threshold.

The third step in the processing entails thresholding the image with the gray-

level found in step two. Thresholding produces a binary image of the bright seam

contour against a dark background.

6.1.3 Remarks

All images processed using the above algorithms produced images with well-

defined seam contours on dark backgrounds. Some noise was evident in the images,

but the noise was not significant enough to hamper extraction of the contours.

6.2 C Algorithms

The C algorithms for seam sensing are similar to the KarelTM algorithms. A

fourth step was added to allow extraction of the seam contour location, and several

steps added for integration of the vision algorithms with the stepper motor device

used to align the seams.
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6.2.1 Approximation to Seam Contour

To locate the seam contour following the filtering, histogramming and thresh-

olding of the image, a Hough transform is performed on the image. The Hough

transform determines the best line fit for pixels of high intensity, in this case, pix-

els of intensity 255. The transform works by scanning through possible slope and

intercept combinations for each bright pixel. The best fit line is determined by the

most common slope-intercept pair. The seam is thus modeled by the best fit line,

and the slope and intercept of that line are known.

Although the seam appears as a near vertical line, the cartesian representation

for a ine is used for the Hough transform, where:

x=-+a (6.1)

The slope, -. , will approach zero for a vertical line. The x-axis intercept, a.

is allowed to vary along the width of the image, from 0 to 255, and designates the

image point at which the vertical seam line intersects the top row of the image. The

slope is allowed to vary ±45 deg from the 90 deg ideal, in 1 degree increments.

The discretization resolution and parameter space range for the slope and

intercept of the Line approximating the seam can be modified in the final integrated

system to optimize the accuracy of the seam location while minimizing the required

processing time.

6.2.2 Remarks

Many images were successfully processed utilizing the above algorithms. The

following figures are of images at each stage of processing. Figure 6.2 is the original

seam shadow image. Figure 6.3 is the filtered image. Figure 6.4 is the threshoided

image. Figure 6.5 is the best-fit Line approximation to the curve found in figure

6.4. From comparison of figures 6.2 and 6.5 it is evident that the Hough transform

produces lines which accurately model the original seam contours.
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Figure 6.4: Threshoid Sa Im-
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Figure 6.5: Hough Transform of Thresholded Image
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6.3 Seam Integration

The integrated seam alignment algorithm utilizes two images. one of the in-

seam and one of the out-seam. Both images are snapped while the leg of the trouser

hangs by the cuff from the seam alignment roller and stepper motor device. A

quick calibration module locates a stationary calibration point in the upper band of

each of the images. The two calibration locations are used tr, determine the image

resolution and as reference points to determine the distance at which the two seams

are apart.

The calibration routine performs a filtering operation which locates the right

and left edge of the calibration reflective strip for each side of the alignment device.

The reflective strip is a bright mark against a dark background across the top hor-

izontal margin of the image. The filtering thus looks for intensity changes across

the top rows of the image. The column value of the mid-point of the strip and the

width of the strip are determined for each image.

The resolution for each image is equal to the actual width of the strip divided

by the pixel width of the strip determined from the image.

resolution = actual strip width/determined width in pixels (6.2)

The seam detection algorithms described above are implemented to determine

the top margin intercept of each seam image. The actual offset of each seam from

the desired location is determined as the difference of the strip and seam-intercept

locations.

offsetl = (strip locationI - intercept locationl) -resolutionl (6.3)

The reflectance strip locations and the intercept locations are then used to

determine the actual required distance to move to align the in-seam and out-seam

of the trouser leg.

difference distance (offsetl - offset2)/2 (6.4)
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The drive distance is determined to be half the difference distance between the

in-seam and out-seam. The sign of the distance determines the direction, clockwise

or counter-clockwise, in which to drive the stepper motor.
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CHAPTER 7

ALGORITHMS FOR WRINKLE SENSING

7.1 KarelTM Algorithms

The KarelT M algorithms for wrinkle sensing were produced to verify that the

light stripe technique was appropriate for wrinkle detection. Due to the varying

curvature of the buck surface, wrinkle detection requires determining the difference

image of the image of the empty buck contour at a particular location and the image

of the garment contour on the buck at the same location. The difference image thus

contains the same wrinkle height information as would be obtained if the garment

had been placed on a fiat surface.

7.1.1 Reference Images

The light stripe and camera are initially scanned along the length of the empty

buck such that the light stripe falls across the width of the buck surface. Figure

4.4 illustrates the scanning technique and camera and light source configuration.

Reference images are obtained at particular locations (the appropriate lengthwise

sampling frequency has yet to be determined) and the buck curvature information is

extracted at these locations. The buck curvature is seen as a bright contour across

the width of the image against a dark background.

7.1.2 Extracting the Contour

The images are convolved to enhance the horizontal curvature of the buck con-

tour. This is performed utilizing the 3 by 3 kernel depicted in 7.1. The convolution

enhances the intensity of bright horizontal lines.

The algorithm then utilizes moments to determine points of change along the
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Figure 7.1: 3 x 3 Convolution Kernel for Extracting Horizontal Contours

curvature of the image. The image is divided into 256 vertical windows (1 pixel

wide by the height of the image) and moments are calculated for each window.

The KarelTt moment function calculates moments for a bright object on a dark

background; each of the 256 windows in the image will contain a section of the bright

curvature against a dark background. The moment function produces the vertical

component for each of the 256 windows. Each vertical component is relative to the

height of the curvature at a particular pixel location.

7.1.3 Garment Images

The above process of scanning the buck, enhancing the horizontal curvatures

of the image and calculating the vertical component for each of the 256 one pixel

wide windows is repeated with a garment placed on the buck surface. The images

are acquired at the same locations utilized for the reference images.

7.1.4 Difference Image

The difference values are determined by finding the difference in the vertical

components of the reference image and garment image for each window. These

values indicate the height of the garment from the underlying buck.
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7.1.5 Wrinkle Information

The difference values are then processed to obtain the desired wrinkle informa-

tion. Changes in height indicate points where the wrinkles begin and end. and the

height and width of the wrinkles. These values are determ.ined by scanning through

and tracking the 256 vertical difference values.

7.1.6 Remarks

The algorithm works fairly well, producing the appropriate wrinkles, their

start locations, end locations, maximum height and width. However, the procedure

of determining the vertical value by calculating the moments for a series of windows

is not an optimal method. The sensitivity of the moment calculations is highly

dependent upon the width of the window across which the moments are determined

and the moment calculations are fairly time consuming. The KarelT M function,

MAXPT, for extracting the maximum (brightest) pixel in a window would appear

to be a quicker and simpler method; but the MAXPT function requires calibration

of the camera (using the KarelT" calibration routine) which would not function at

the angle at which the camera was located.

7.2 C Algorithms

The C algorithms for wrinkle sensing are similar to the KareTiM algorithms

and utilize the same light stripe and camera scanning methods as the KarelTM algo-

rithms. The steps for obtaining the difference images and the method for extracting

the wrinkle information use different approaches than those developed using the

KarelT' t language. In addition to the wrinkle size. height and location information.

the orientation of the wrinkles is determined.

Figure 7.2 is an image of the light stripe projected on the empty buck.
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Figure 7.2: Light Stripe Projected onto Empty Buck Surface

7.2.1 Image Smoothing

The smoothing algorithm performed on the images prior to other processing

is a simple 3 by 1 convolution kernel with each of the three weights equal to I

and is performed to remove single pixeis of noise in the image. This convolution is

equivalent to taking the average of every three adjacent pixels in each coiumn and

produces a smoothed version of the input image. The smaller 3 by I convolution

kernel requires approximately 1 the processing time of the larger 3 by 3 kernel.
3

7.2.2 Extraction of Contour

The buck contour is then extracted from the image by scanning each vertical

column for the brightest pixe i. the light stripe location approximation for that par-

ticular column. The search for the brightest pixel guarantees the center location of

the Ught stripe due to the Gaussian shaped cross section of the light intensity. The

light is brightest at the center oi the light line width and decreases in intensity to

each side of the center, as observed in the numerous images analyzed. The bright
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Figure 7.3: Contour extracted from light stripe projected onto empty buck

pixels' y-locations (one per column) are stored in a 256xi reference array.

Figure 7.3 is the curve obtained from processing the image of figure 7.2; the

curve is an extremely accurate estimation of the projected light stripe.

7.2.3 Garment Images

The above process of scanning the buck, filtering the image and locating the

brightest pixel in each column is repeated with a garment on the buck. The images

are acquired at the same locations utilized for the reference images. Figure 7.4 is

and image of the light stripe projected onto a wrinkled garment on the buck, and

figure 7.5 is the contour obtained from processing the image of figure 7.4; the curve

is an extremely accurate estimation of the projected light stripe.

7.2.4 Difference Images

The difference information between each reference image and the correspond-

ing image with trousers is then computed. This is performed by calculating the
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Figure 71.4: Light Stripe Projected onto Trouser Leg Placed on Buck

Figure 7.5: Contour extracted from Uh t 5-tripe projected onto trouser leg placed
on buck
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Figure 7.6: Difference image of buck contour and wrinkle contour

difference between the y-location of the reference image bright pixel and the y-

location of the trouser image pixel location for each column. The 256 resultant
differences are then stored. This yeids the wrinkle height iniormarion, as displayed

in figure 7.6. A fiat reference value is produced which gauges the smallest difference

bet-ween the empty buck and trousers on buck for all the columns.

7.2.5 Curve Approximation and Analysis

The difference curves are then approximated using Cubic B-splines to allow

extraction of derivative information for evaluation of the wrinkles, if any are present.

The cubic B-soline approymations are polynomial functions which when inter-

preted (i.e., evaiuated for each point x), produce y-values which accurateiy represent

the originai values of the function. The polyvornial functions can be manipulated

to produce curvature and local peak and valley information of the curves. Those

points which are used :o extract wrinkle information will be referred to as e-.aluation

points.

The first derivative of the poivnom'iai function descr-ibes the slope of the curve

at the evaluated point. The second derivative of the polynonial describes changes
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Figure 7.7: Inflection points of B-spline approximation to curve

in the first derivatives. Inflection points are points at which the first derivative, or

slope, changes sign, and thus indicate a change in curvature from convex to concave.

Inflection points occur at points where the second derivative is equivalent to zero.

Several methods for producing evaluation. points were explored. Inflection

points were originally thought to be a good evaluation criteria, but it was found

that the curvature of the material did not always change at the beginning and end

of a w-rnkle, and that the curvature at peaks and valleys was often subtle enough

that the change in curvature was not obvious. Figure 7.7 is an example of a difference

image evaluated using the inflection point technique. The vertical bars above the

curve indicate locations at which inflection points were found.

The second technique explored was a method which evaluates the B-spiine

approximation for points at which the first derivative does not equal zero. Thus,

the flat areas where no wrinkles e.ast or plateaus in a wrinkle exist would be dis-

regarded. However, this method produced numerous evaluacion points. Figure 7.3

is an example of a difference image evaluated using this method. The vertical bars

above the curve indicate locations at which :he first derivative does not equal zero.

The third method explored was to evaluate the first derivatives for changes.
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Figure 7.8: B-spline approximation first derivative points not equal to zero

Those points for which a neighboring points' first derivative differs from the local

point's derivative, indicate changes in slope. Changes in slope occur at the begin-

ning, end, peak-s and valleys of the wrinkles, as well as other points. This approach

has proven to be much more accurate than the inflection point approach, and pro-

duces less evaluation points than the second method. Figure 7.9 is an example of

a difference image evaluated using the difference in first derivatives technique. The

vertical bars above the curve indicate locations at which the first derivative differs

between adjacent points.

Thus. the first derivatives of the cubic B-spline approximation are determined.

and those points at which the first derivatives differ are labeled as evaluation points.

The evaluation points are used to minimize the search for wrinkle information.

T.2.6 Wrinkle Data Extraction

The nex: step in the process of wrinkle detection involves evaluating the data

for locating .vrinkles and determining :heir characteristics. This is performed by

searching through the evaluation points found in the above derivative evaluation

process and :racking the height oi :he curie as wel as whether a wrinkle has been
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Figure 7.9: B-spline approximation points of changing slope

encountered.

The wrinkle information obtained from the search is output to an image file.

The location of the beginning, end and peak of each ,rinkle, as well as the masimum

height and width of each wrinkle is formatted to an ascii file. Figure 7.10 is the

wrinkle informnation file obtained from processing the diference contour of figure

7-6.

7.2.7 Wrinkle Orientation

The orientation of the wrinkies may be determined by performing a correia-

tion between adjacent images. The correlation value is greatest for the shift which

represents the maximum correlation between two images. By successively applying

a correlation function to each pair of adjacent images of the garment on the buck.

the shift of the wrinkles between each image can be determined and the overall

orientation of the wrinkle produced.

The correiation is performed by multiplying the area under the curve repre-

senting the difference image at buck location one by the area under a shifted version

of the curve representing the difference image at buck location two. .Muitiolicatlon
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'"'AGE 0
wrinkle 0 : .id- h-53 heinhr'--.
beq-21 peak-5. end-74

Wrinkle 1 : width-71 height-30
beg-104 peak-129 end-!75

Wrinkle 2 : width-2 heighr-6
bec!-215 peak-2! end-217

Figure 7.10: Wrinkle information output file

is performed by multiplying the y-value of each pixel location of difference image

one with the y-value of the corresponding pixel locations in difference image two.

Each of the 256 products from the 256 pixel locations are summed to produce the

resultant correlation value.

The process is repeated for .512 shifted versions of image two, where image two

is first shifted 256 to the left to align its right-most pixel with the left-most pixel

of image one, and finally shifted to the right to align its left-most pixel with the

right-most pixel of image one. The largest of the 512 correlation values indicates

the shift between the two images, and thus the orientation of the wrinkles.

Testing was performed on the correlation algorithm for trousers with wrinkles

placed by hand. The success of the testing was due to the consistent orientations

of all the wrinkles on the trousers. The correlation algorithm would not work wel

for numerous wrinkles in various orientations. However, there is reason to believe

that the trouser handling device will produce wrinkles in a particular orientation as

it places the trousers on the press buck. Thorough testing will be required once the

final handling device is in place.

Figure 7.11 illustrates the correlation perorrnance on a set of six curves. A
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negative shift value indicates that imagejj should be shifted to the left by the

value to correlate with image;, and a. positive value indicates that image,,, shouid

be shifted to the right by the value to correlate with imagej. Excluding image

four. which exhibits a dissimilar wrinkle, the correlation values are fairly similar.

indicating a consistent orientation.

7.2.8 Image Resolution

The original algorithms were developed for images of size 256 by 242 pixels.

These images spanned an area of appro~dmately 8 inches by 8 inches, thus providing

a resolution of approximately 32 pixels/inch.

Evaluation of the wrinkle algorithms led to reducing the image resolution

to decrease the amount of processing time required. An averaging algorithm was

produced to create an image width of 64 pixels by avera ing every four pixels.

The avera ing takes place following the contour extraction and operates on the 256

by 1 array of the curve locations, thus requiring only 64 averages (as opposed to

the 64x64 = 4096 averaged required for an entire image). The new resolution of

approximately 3 pixels/inch produced results similar to those of the higher resolution

algorithm.

The averaging of the difference image array also aided in the rrmoval of noise by

averaging noisy pixels (i.e. pixels with difference values much greater or less than

their neighbors) with neighboring pixels. Noise removal reduces the search space

required for wrinkle information extraction; less noisy difference ar-rays produce

fewer evaluation points from the change in slope process.

Figures 7.12 and 7.13 illustrate an averaged buck image and wrinkled garment

on buck image. respec;veiv. Figure 7.14 illustrates evaluation points along the dif-

ference array. In comparison to figure 7.9 of the same difference array non-averaged.

the averaged array is sirniiar. but has less noise.
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Figure 7.12: Averaged buckld a~ contour with 64 points
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Figure 7.14: Averaged difference image with evaluation points

The final wrinkle detection system will require a field of view of twelve inches

or more to handle the widest possible tiouser leg width. Averaging algorithms can

be modifiedi based on the final system's camera COD size ad field of view to produce

a similar resolution to that produced above.

7.2.9 Calibration

Camera calibration is recuired to determnine the absolute wrinkle size Infor-

mation Ifrom the images. The calibration procedure relates the actual 'heightc or' an

object to the observed pixel height in the image to produce a conversion value.

For the camera and light source configuration pictured, in figure 4.4. the cLi-

bration is a simple ooeration. Placing an obj*ect of known height (preferably a block

with a fiat upper sur-face) beneath the lighitline '.iil produce distortions inthe lighit.

The image %71ll contain a bmight Line witih a height cHange at the location of the

block.

The difference imrage of the buck surface and the image of the lighit across the

block %viil contain the heig7ht :nforatIon in pixels of t.he block Erom the camnera

viewnpoint. The coniversionl factor !o obtain -.h.e actual h-eight lnfor~atlon f^romn an

This Page Shall Not be Duplicated 242



image is:

conversion factor = actual block height/image block height in pzzels (7.1)

The block used for calibration was .5 inches high. Evaluating the difference

image array produced an average block height of 27.9 pixels. The conversion factor

is then .013 inches/pixel for vertical measurements.

7.2.10 Remarks

The wrinkle detection algorithms above produced highly accurate results for

trousers with wrinkles placed by hand. Due to the difficulty in measuring and

describing the actual wrinkles in the garment, the best indicators of the accuracy are

the image resolution and the accuracy of the modeling algorithms (see Chapter 8).

Testing of the grasping devices and wrinkle removal devices will aid in determining

the accuracy required for wrinkle detection in the final system. In addition, the

testing of the mechanical devices will demonstrate what type of wrinkdes will tend

to be placed in the trousers by the handling devices.
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CHAPTER 8

ALGORITHMS FOR MODEL-NG

The modeling algorithms were developed as part of the wrinkle sensing algorithms to

ensure the reliabiiity of the wrinkle sensing algorithms. The modeling approximates

the curvature in an image and evaluates the approximating cubic B-spLines using

interpolation. The modeled curvature that is obtained is nearly identical to the

curvature in the original image.

8.1 Wrinkle Modeling with Cubic B-Splines

The modeling algorithms utilize several of the modules developed for wrinkle

detection. The image with the curvature to be modeled is filtered to remove noise.

The curvature is then approximated with cubic B-splines. The B-splines are cubic

functions which, when evaluated at a point, produce the appropriate curve for that

point. A function is obtained for every four neighboring points to ensure that

only accurate local information is utilized in determining the appropriate function.

Through interpolation. the B-splines are evaluated to produce an approximation, or

model, of the original curvature.

8.2 Remarks

The approximations are very accurate models of the original curvatures, thus

verifying the validity of the B-spiine algorithm that was written. The successful mod-

eling, utilizing the same B-spiine algorithm utilized in wrinkle detection, suggests

that the B-spiines are accurate approximations. and thereby, so are the evaluation

points obtained from the B-sDiines.

The modeiing has been tested utilizing a series of images of the empty buck and

images with a garment on the buck. The following figures are of images created using
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Figure 8.1: Interpolation of buck contour

the modeling algorithms. Figure 8.1 is an "nterpolation of the press buck surface,

8.2 an interpolation of the wrinkled garment contour and 8.3 an interpolation of the

difference contour. These interpolations are extremely accurate representations of

the contours in figures 7.3, 7.5 and T.6.

A model of the press buck surface can be obtained by acquiring images along

the length of the buck surface and approamating the curvatures utilizing the mod-

eling algorithm.
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Figure 8.2: Interpolation of wrinkled garment contour

Figure 8.3: Interpolation of difference image
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CHAPTER 9

SUMMARY

9.1 Sensing Solutions

The Sensing for Automated Garment Handling project was created to produce

sensing solutions for The Automated Handling of Garments for Pressing project.

The algorithms developed provide solutions for the seam detection and wrinkle de-

tection requirements.

The seam detection algorithms utilize a Hough transform technique to produce

extremely accurate seam location results. The algorithms are efficient and provide

a real time sclu:ion for integralion with the stepper motor seam-alignment device.

The wrinkle detection algorithms utilize structured lighting and B-spline ap-

proximations to provide accurate wrinkle descriptions. The efficiency of the al-

gorithms has yet to be determined, as it will depend heavily upon the accuracy

required by the wrinkle removing device and the method by which the algorithms

will be integrated into the rest of the system.

9.2 Additional Research

Several additional sensing tasks will be required prior to completion of The

Automated Handling of Garment for Pressing project.

A force sensor needs to be designed to ensure that the proper force is applied

to the garment to reduce the risk of damaging the garment and to ensure that

enough tension is applied to minimize the number of wrinkles. Force sensing was not

developed on this project. but should be developed once the grasping/manipulation

devices have been fully designed and implemented and the force sensing requirements

fully defined.
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Another area of research deserving more attention is that of lighting for wrinkle

detection. Several methods were pursued for creating a structured light pattern

for wrinkle detection. The current method utilizes a single light stripe scanned

across the garment and requires multiple images for processing. Computer generated

holograms might provide the resolution required and pattern complexity desired to

alleviate the need for scanning a Ught source across the garment and obtaining

multiple images.

Sensing integration software has been partially developed, but will require fur-

ther work when the other system components are ready for integration. In addition,

the required image resolution should be determined in conjunction with testing of

the accuracy of the garment handling devices. The image resolution will drastically

effect the processing time required for seam detection and wrinkle detection.

9.3 Alternate Applications

The solutions developed for seam detection and wrinkle detection are by no

means limited to garment applications. Many application!- involve the handling of

aexible materials and may benefit from applying the algorithms presented in this

paper.
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APPENDIX A

GLOSSARY OF GARMENT TERMS

buck - the curved vacuum surface of the pressing unit on which the trousers are
placed.

busted seam - a seam whose selvage has been pressed fiat against the trouser leg.

crease - a line produced in a fabric by pressing the fabric. An intentional crease
is commonly placed in the center along the length of each trouser leg.

ply - a layer of material, as illustrated in figure A.1.

press - a machine that presses or smooths fabrics or garments.

pucker - a small wrinkle produced during the sewing process by applying too much,
too little or uneven tension in the stitching.

seam - the edge formed by sewing two pieces of fabric together. Various types of
seams exist. The type addressed in this project is illustrated in figure A.1.

selvage - the excebs material formed when creating a seam, as illustrated in figure
A.'.

wrinkle - a ridge of excess material formed in the fabric.

un-busted seam

one ply
properly bustedl seam

two plies

Figure A..: View of Cuff Opening on Trouser Leg
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APPENDLX B

SEAM DETECTION AND D-NTEGRATION MODULES

The following modules were created for seam detection and integration and must

be Linked and compiled to create the output file for running the algorithms. The

algorithm input is a 256 by 242 image file with 256 grey levels per pixel. The input

is an image of the vertical seam with a shadow cast across the seam. The shadow is

created by external lighting at an angle to the trouser leg, with the camera normal

to the trouser leg. The equipment configuration is illustrated in FIGURE of 4.1.6.

SEAM DETECTION

rcimg.c - A module which queries the user for the input image filename and
reads the image into a 256:242 = 61952byte buffer. If the input image is not
accessible the module replies with "Can't open file". INPUT: 61942 image
buffer. OUTPUT: modified 61952 byte image buffer.

rdhd. c - A module which reads image header information into a buffer whose size
is dependent upon the image header size. The image header size varies from
system to system. INPUT: image header buffer. OUTPUT: modified image
header buffer.

wr:mg. c - A module which writes the input buffer to a SUN compatible 256 by 256
output file for viewing. The user is queried for the output file name. INPUT:
61952 byte image buffer, image header buffer. OUTPUT: SUNTM x-window
compatible image file.

wrline .c - A module which writes the line created by the hough transform slope-
intercept pair to an 256 by 256 image file. The line is created as a bright
contour against a dark background. The user is queried for the filename of the
image file created. INPUT: image header buffer, slope, intercept. OUTPUT:
SUNT f x-window compatible image file.

3convyvert.c - A module which computes the convolution of a image buffer of
size 619.52 byte. utilizing the convolution kernel displayed in FIG of 6.1.1. The
outer row and edge of the image which are not convolved are filled with pixel
intensities equal to the nearest convolved neighbors' intensity. INPUT: original
61952 byte image buffer. buffer for convolved image. OUTPUT: modified
convolved 61952 byte image buffer
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histo_1..tr. c - A module which determines the histogram of an image buffer of size
61952 byte. The module also determines the appropriate threshold value by
summing the number of pixels per grey level, starting at the upper end of the
histogram. The grey level at which the pixel sum is 200 indicates the proper
threshold. The image is then thresholded and stored in the input image buffer.
INPUT: convolved image buffer. OUTPUT: thresholded image buffer.

hough-ver=.c - A module which determines the best slope-intercept pair to de-
scribe the seam contour in the thresholded image. Using the equation: z 

y 4- a. a determines the image top row intercept and m determines the slope.
INPUT: thresholded image buffer. OUTPUT: slope, x-intercept.

sea-m.c - A module which incorporates all of the above seam detection modules.

SEAM INTEGRATION

calibrate.c - A module which calbrates the camera location based on the input
image. The module determines the resolution and the location of the reflec-
tive strip calibration point. IN: 61952 byte image buffer, iteration number.
OUTPUT: image resolution, reflective strip mid-point location.

integmseam. C - A module which incorporates the calibrate.c module and all the
seam detection modules. as well as a function to determine the proper stepper
motor driving distance to align the seams. The seam detection modules are
passed an additional offset value which is determined from the number of rows
in the top part of the image which are used for the calibration device. The
seam extraction and approximation modules process image data below the top
rows utilized for calibration. The modules are each called twice, once for the
in-seam image and once for the out-seam image.
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APPENDLX C

WRLNKLE DETECTION MODULES

The following modules were created for wrinkle detection and must be linked and

compiled to create the output file for running the detection a)gorithm.

readimg180.c - a module which queries the user for the input image and reads
the image into a 61952 byte image buffer. The camera for wrinkle detection is
positioned upside down such that the images obtained are rotated 180 degrees.
The module stores the image file intc the image buffer in a reversed order, so
that the values will appear as if the camera was correctly positioned. If the in-
put image is not accessible the module replied with "Can't open file". INPUT:
61952 byte image buffer. OUTPUT: modified 61952 byte image buffer.

smooth.c - a module which performs a smoothing operation on the input image
buffer by averaging every three adjacent vertical pixels in each of the columns.
The smoothing in each column starts at location = ref -offset. where ref is
the reference or dummy values and offset is a constant column offset value.
ref is set to the bottom of the column for smoothing the reference image, and
to the reference image 256 colunn v-location values for the garment image.
The garment image y-location values are guaranteed to be lower (closer to the
top of the image) than the reference values, so there is no need to smooth
the entire image. INPUT: 61952 byte image buffer, column location to start
smoothing from, offset from . OUTPUT: smoothed image buffer.

findbright.c - a module which searches each vertical column for the brightest
pixel. Each column's brightest pixel's y location is stored in a 256 by 1 array.
The search in each column starts at location = ref2 - offset2. where ref2 is
the reference or dummy vilues and of fser2 is a constant column offset value.
ref2 is set to the bottom of the column for smoothing the reference image. and
to the reference image 256 column y-location values for the garment image.
The garment image y-location values are guaranteed to be lower (closer to
the top of the image) than the reference values, so there is no need to search
the entire image for the bright location. INPUT: image buffer. 256 by 1
reference/dummy array, offset value. OUTPUT: 256 by 1 array of column
brightest pixel y-location values.

differ..hpass.c - a module which determines the difference values and the fEat
value of the two 256 by I input arrays. The input arrays are the brightest
pixel locations array for the reference image and the array for the correspond-
ing garment image. The difference is a 256 by 1 array. The fiat vaiue is the
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minimum difference value. INPUT: 256 by I reference image array bright-
est pixel locations. 256 by I garment image array brightest pixel locations.
OUTPUT: 236 by I (',fference array, flat value.

splinze.c - a module which determines the cubic B-spline approximation to the
input array. The module calculates the first and second derivatives of the
approximation and determines points at which the first derivatives (slopes)
are different. These points are flagged as points of change. INPUT: image
buffer. OUTPUT: first derivatives, array of points of change.

wrmuitcur .c - a module which writes multiple input array curves to a single output
file. For easier viewing, each curve is given a vertical offset based on the
iteration number of the particular curve. INPUT: multiple 256 by 1 input
array curves. OUTPUT: SUNTM x-window compatible image file.

locate .c - a module which locates the wrinkles and determines their height and
width. This is performed by scanning through only those points of the 256 by
1 difference array which have been flagged by the spline.c module s points
of change. By tracking changes in the height. the height, width and locations
of the wrinkles are determined. The user is queried for the output filename
to ,Lich to write the wrinkle information. INPUT: 256 by 1 difference array,
flat value. infection points. OUTPUT: wrinkle location, height and width
information written to file.

correl.c - a module which determines the correlation between two input images
represented by their 256 by I difference arrays. Image one is shifted across
image two to produce correlation values for each of the 312 shifted versions.
The maximum correlation value determines the amount of shift. The user is
queried for the output filename to which to write the correlation information.
INPUT: 256 byl difference image array one. 256 by 1 difference image array
two. OUTPUT: correlation value.

findwrn=. : - a module which incorporates all of the above wrinkle detection mod-
ules. Each image is fully ?rccessed to extract wrinkle data. Following the
processing of the irst two images, correl.c is called for every two images.
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APPENDIX D

EQUIPMENT

Several systems were utilized in the development of the sensing algorithms. These

included: the GMF Robotics and Vision system, the Host PC System and a SUNTM

System.

1. GMF

The GMF Robot and Vision System was used extensively for original develop-

ment of the algorithms. Algorithms were created using the KarelTM language with

the Insight language extension for processing images. The Insight vision system

provided basic image acquisition and processing operations. The images were 256

by 242 pixels in size with 28 = 256 grey levels with a 24 byte image header.

2.PC

The Host PC system was used for some algorithm development, communi-

cation with the GMF and SUNTf systems and acquisition of images. Algorithm

development was done in C using the UNIX operating system. The images obtained

using the MV-SeriesTM image buffer were of size 512 by 480 pixels with 28 grey level

intensities and no image header.

3. SUN r M System

Due to the difficulty in maintaining the PC and the frequent unavailability
of the unit. a SUN r MfTM system was utilized for the majority of the algorithm

development. The algorithms developed on the SUN TM system were developed in

C using the UNIX operating and X windows for viewing images.

The SU.NTM images were of size 256 by 256 and contained 28 grey level inten-

sities with a 32 byte size image hezler.
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APPENDIX E

IMAGE CONVERSION ALGORITHMS

Due to the variety of image sizes and image header types produced by the three sys-

terns utilized for development, several routines were written to allow conversion from

one image type and size to another image type and size. The following conversions

are supported: MVSeriesTM to GMF, MVSeries7.W to SUNTW, SUNTM to GMF and

GMF to SUNTM. The SUNTM to MVSeriesTM and GMF to MVSeriesTW conversion

is not supported: this project does not require images of as high resolution as the

512 by 480 pixel images obtained from the MVSeriesT'm image buffer.

1. MVSeriesTM To GMF,SUNTM

To convert the 512 by 480 pixel MVSeries' W image to the smaller images,

algorithms were written to average adjacent pixels and to select alternate pixels on

alternate lines. The algorithms produced almost identical reduced images. Thus,

the routine to select every other pixe! was chosen to maintain as low a processing

time as possible.

The MV-SeriesT1rf image files are stored in a different format than the GMF

and SUNquandrants and each quadrant is stored by row. Also, the grey levels are

not in the standard format and thus are converted to be compatible with the GMF

and SUN

2. GMF To SUNTM, GMF To SUN r'-

The SUNT system handles images of varying size. Thus the conversion from

GMF images merelv requires a change in the image header for display purposes on

the SUN r'w system.

In converting from 3UNTf to GMF images. the image header must be modified

and the image size changed if it is not 256 by 240 pixeis. 256 by 256 pixel SUNTM
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images were often itilized which required subtracting the last 14 rows of the image

in conversion to the GMF format.

MODULES

headergmf. rd - an image header file which is read by rdhdgmf.c.

headersun..rd - an image header file which is read by rdhdsun.c.

mvtosun. c - a module which converts the MVSeriesW compatible input image file
into a SUNTM-compatible output image buffer.

mvtogmf . c - a module which converts the MVSeriesT,' :ompatible input image file
into a GMF size-compatible output image buffe:.

gmf tosun. c - a module which converts the GMF compatible input image file into
a SUNT' size-compatible output image buffer.

suntogmf. c - a module which converts the SUNTM compatible input image file
into a GMF size-compatible output image buffer.

vr.mggmf. c - a module which writes the GMF size-compatible image to buffer to
an output file.

wrimgsum. c - a module which writes the SUNTM size-compatible image buffer to
an output file.

rdhdgm: . c - a module which reads in the image header file rdhdgrnf.c for use in
writing the converted GMF compatible image to a file.

rdhdsun. c - a module which reads in the image header file rdhdsun.c for use in
writing the converted SUNTMf compatible image to a file.

convert . c - a module which incorporates the above modules to convert from one

image format to another. This module calls one of each of the following mod-
ules: rdhdsys2.c, sysltosys2.c and wrimgsys2.c.
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FOREWORD

This research project is a three year effort being

funded by the Defense Logistics Agency with the goal of

making American apparel manufacturers more competitive in

the global marketplace.

The project is currently at the beginning of its

second year, having its start in January 1990. As

originally proposed the first year was spent in fundamental

conceptualization, research, and experimentation. The

second year will be the integration phase, where the

results of each area of research will be integrated into a

working prototype system. The third phase of the project

will be coordinated with apparel manufacturers to field

test the Dtotype system. The project will then be

transfe, to a manufacturer to be commercialized.

. elve researchers from the the Center for

Manufacturing Productivity of the Rensselaer Polytechnic

Institute are doing basic research in the areas of:

grasping and manipulation, sensing, modelling, and

integration. Two professors from the Fashion Institute of

Technology are providing technical support in the areas of

textile engineering and garment manufacturing.
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ABSTRACT

The final pressing operation for tailored garments

is a labor intensive task in an environment unsafe for

humans. Also, the quality and consistency of final pressing

is critical to the customer's judgement of the garment's

value. A project that addresses these problems by

attempting to automate the entire pressing operation is

being conducted.

An overview of the development of automation in the

apparel industry and the state of the art is presented to

show the need for and justification of automation in

pressing. The automated handling of finished garments has

largely been avoided in the past because of the properties

of fabric which make it incompatible with existing grasping

and manipulation techniques.

The design of four prototype garment handling

devices is presented. Experiments were performed to

determine the effectiveness and reliability of each of the

devices. The experimental results are used to indicate a

direction for the further development of the prototypes.
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CHAPTER 1

INTRODUCTION

The Center for Manufacturing Productivity and

Technology Transfer of the Rensselaer Polytechnic Institute

embarked on an automated garment handling project in

January 1990. The purpose of the project is to address the

need of automation in the garment and apparel industries,

and specifically, the final steam pressing operation for

high quality pants.

Although many other manufacturing areas have seen

the successful introduction and use of robotics and

automation, the garment industry has been largely avoided

because of the inherent qualities of fabric which make it

incompatible with conventional automated handling

techniques.

There are several reasons why the pressing

operation was chosen to be automated. First, there has been

little work done to reduce the labor intensity of the

loading and unloading portion of the pressing cycle, even

though it occupies a significant portion of the pressing

cycle time.

Secondly, the pressing operation uses high

temperature steam and a large clamping force that creates

an unsafe environment for human operation. Many steps have
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been taken to reduce human risk. However, the most

effective safety measure is to remove the human from direct

interaction with the press.

Thirdly, the final pressing of a garment has a

great influence on the customer's perception of its

quality. An automated pressing system has the potential to

greatly increase the quality and consistency of the

finished garment by eliminating the natural variations of

human performance during a highly repetitive job, such as

the pressing operation.

The synergistic effect of enhancing the quality of

the finished garment, while reducing the direct and

indirect manufacturing costs of the pressing operation,

provides an opportunity for American apparel companies to

increase their international competitiveness.

A project team was formed consisting of four

technical groups: grasping and manipulation, sensing,

integration, and modelling.

The focus of the grasping and manipulation group is

to identify the necessary operations to successfully

prepare the pants for loading and the sequence of

manipulation required to load the pants into the press.

Finally, the mechanical devices and grippers needed to

achieve these functions are being designed and prototyped.

The sensing group is developing the sensors and
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algorithms needed to provide the information to

successfully manipulate the pants throughout the pressing

operation and to identify the existence of error

conditions.

The modelling group is developing a mathematical

model to simulate the dynamic interaction of fabric with

its environment. An interactive module of this program will

convert sensory information into useful manipulation

parameters.

The integration of the mechanisms and sensors into

a working system, and the development of software needed to

control the hardware are being dcne by the intecration

group.
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CHAPTER 2

HISTORICAL BACKGROUND

There are three steps in the automation process

that have been identified by Carroli. [] The first step is

the automation of individual tasks or sub-processes. This

can involve several types of automation such as

mechanization and automatic control. In mechanization the

human labor content of the task is reduced or eliminated

and only the parameters of the sub-process remain in human

control. In automatic control, sensors provide feedback to

a control system that adjusts the parameters of the sub-

process as needed, thus, the need for human intelligence to

successfully operate the sub-process is reduced. This step

has already been accomplished in many manufacturing areas.

For example, the spinning operation in textile production

is automated and requires minimal human interaction.

The second step in the automation process is

systems automation. In this case each automated sub-process

is integrated into a system. if this step were accomplished

on a large scale, an entire textile plant could run

automatically. However, it is usually practical to

integrate sub-processes on a smaller scale. For example,

the combing and spinning processes could be integrated to
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work as a system.

The third step in the automation process is control

systems automation. Here the control parameters of the

system are not restricted to preprogrammed settings, they

are adjusted as new process information becomes available.

In other words, the control system "learns" from its past

experience and adapts to changes in the process. This is

one promising application for artificial intelligence.

It is useful, at this point, to briefly review the

development of automation in the textile industry. The

accomplishments of engineering in textile manufacturing are

numerous and well known. Some of the earliest mechanical

inventions about the time of the Bronze Age were weaving

looms built to increase the efficiency of the weaving

process. As the art progressed, whorls and spindles were

invented to assist with the forming of yarn. The state of

the art changed little until the advent of the Industrial

Revolution. Until then the human operator was the prime

mover of the machinery. This was the major factor which

limited the production of textiles to subsistence household

operations. When large centralized sources of power became

available, textile factories came into existence and

household production began to decline. Eventually, looms

developed to the point where a highly-patterned tapestry

could be made entirely by machine, with only a human
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supervisor. These looms followed the patterns on pre-

punched cards. High speed knitting machines were developed

in the 1940's that increased the production of one operator

by several orders of magnitude. In the last forty years,

textile processes such as filament production, spinning,

combing, weaving, and materials handling have been

developed to the point where human labor is not only being

automated, but human intelligence is being replaced by

sensors, feedback, and complex self-correcting control

systems.[2] Although much has been accomplished to

automate and control individual steps, there remains a

great deal of work to be done in integrating every step in

the overall process into an automated system (process

automation).[11

The focus of automation in the apparel industry has

traditionally been on joining processes, specifically

sewing. The forerunner of the modern sewing machine was

patented in 1846 by Elias Howe. Thp labor intensity was

reduced dramatically but a skilled operator was still

required. Templates and other devices have been added to

sewing machines to further de-skill and speed up their

operation. More recently, programmable sewing and

embroidery machines have been introduced. The operator must

only load and unload the machine, a program automatically

moves the fabric or the sewing head to guide the needle in

This Page Shall Not be Duplicated 272



the correct path. These machines detect broken thread and

automatically re-thread the needle or they can change

thread color at any time.

Several automated sewing systems have been

developed by Draper Laboratories. These systems accept cut

fabric and manipulate the pieces to various stations for

sewing, inspection, or unloading. These systems are

currently in a prototype stage and are being developed for

commercialization. An automated garment manufacturing

system is being developed that uses an ultrasonic joining

method and a robotic manipulator. The goal is to have a

fully automated system requiring minimal human interaction

through the entire process, from the bolt of fabric to the

finished garment. J3]

Recent advances have been made in fabric layout and

cutting. Computer-aided design (CAD) systems have been

integrated with automatic fabric cutters. The CAD system

increases the efficiency of the design process, generates

the numerical control data needed to control the cutter,

and transmits it to the cutter. The use of CAD to position

the individual pieces in the optimum layout can reduce by

half the amount of fabric wastage compared to an una,-ded

human.[4]

The final operation on a finished garment is steam

pressing. Since it is the last operation before inspection
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and shipping, it is critical that sewing and assembly

errors are minimized or hidden by the pressing operation.

Presses have been automated to reduce operator skill and

speed up pressing. Since the development of microprocessor

technology, the control of the press parameters has been

optimized and stored as a program. When a change of garment

material occurs, the operator only has to load a new

program. Some pressing operations require little operator

skill. For example, fully automated steam tunnels exist

that only require loading and unloading. But, this type of

operation does not make a crease in the garment and

therefore wouldn't be sufficient for tailored clothing.

Clamshell presses develop a large clamping force and are

used to make a crease in garments. However, to ensure that

the crease is located properly, a skilled operator is

needed to properly load the garment into the press.[5]

It should be noted that most of the apparel

industry is only at stage one in the automation process.

Many of the labor intensive sub-processes have been

mechanized and a few have been automated, like programmable

sewing, automatic cutting, and steam tunnel finishing.

Other processes like crease pressing and finished garment

handling have only been partially automated. It is

important to realize that in order for the apparel industry

to reach the second stage of automation, process
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automation, all of the individual sub-processes must be

automated.[l]

The Rensselaer research effort is focusing on

automating the pressing operation. There are several

reasons why this process was chosen. First, the pressing

operation creates an environment that is unsafe for humans.

A clamshell press uses steam in excess of 300OF and a

clamping force over 1000 lbs. Many safety measures have

been taken to reduce the risk of operator injury. Modern

presses have emergency release buttons and use two-handed

cycle start buttons or sensors to ensure that the operators

hands are clear of the press buck before the cycle begins.

These efforts have undoubtedly reduced the number of

injuries caused by pressing equipment. However, the most

effective safety measure is to remove the human entirely

from direct interaction with the press. Even if operator

safety was perfected, the high temperature and humidity in

the immediate vicinity of the press can cause an untenable

climate, even in climate controlled factories.

Secondly, the rapid rise in apparel imports during

the 1980's is forcing American apparel manufacturers to

fi d new ways to reduce their costs while maintaining or

increasing their level of quality. Imports now hold a 40%

share of the U.S. apparel market.J61 Direct labor accounts

for 30% to 40% of the final cost of a finished garment.

This Page Shall Not be Duplicated 275



Automation is suggested as a solution to this problem by

increasing productivity and quality, while reducing the

direct cost of labor, and eliminating the indirect ccsts of

medical insurance and injury leave. The large-scale

application of technological change will cause social

consequences that should be dealt with. [7]

Third, the quality of the final pressing operation

is critical to the customer's judgement of the garment's

value. By automating the handling of the garment and

inspection after pressing, a large number of errors can be

elimi -ted that normally occur during a highly repetitive

operation.[8]

A review of the state of the art in the apparel

industry revealed that little work is being done with the

automated handling of finished garments, both during and

after the pressing operation.[4,9]

Finally, the number of skilled workers in the

garment industry has been declining and is expected to

continue declining in the foreseeable future.[10]

Therefore, it is appropriate to find new ways to de-skill

processes and increase their productivity in order for

apparel companies to maintain the same level of output with

less skilled workers.
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CHAPTER 3

THE RESEARCH EFFORT

3.1 Introduction

The research team at Rensselaer is composed of 12

individudls separated into 5 groups. An organizational

chart of the research team is shown in Figure 1.

This chapter describes the efforts of the technical

research groups (modelling, sensing, and system

integration) and their relationships to the grasping and

manipulation effort.

PROJECT MANAGEMENT

TECHNICAL SUPPORT

SENSING SYSTEM INTEGRATION MODEL!

GRASPING & MANIPULATION

Figure 1: Rensselaer Research Team Organizational Chart
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3.2 The Modelling Effort and its
Impact on Grasping and Manipulation

The focus of the modelling group is to create

a dynamic mathematical model of fabric. A particle-based

energy minimization approach was chcsen because of the

anisotropy, the non-homogeneity, and the lack of rigidity

of fabric.

Various mathematical modelling techniques have been

used in the recent past to deal with fabric

characterization. For example, the finite element method

has been used to predict buckling behavior in woven fabrics

(11] and an energy minimization method has been used to

predict a fabric's physical and mechanical properties.[12]

One similar research effort used a particle-based energy

minimization approach to model the appearance of cloth,

however, their initial assumptions are different than the

Rensselaer work. (13]

There are two macroscopic empirical mechanical

property measurement techniques currently used in the

garment industry. One is the Kawabata Evaluation System

(KES) and the other is the Fabric Assurance by Simple

Testing (FAST) method. Since these methods are macroscopic

in nature they can only measure the bulk mechanical

properties of a fabric, such as the extensibility, hygral

expansion, compressional resilience, or the bending
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rigidity. The KES method also uses the mechanical property

measurements to predict subjective qualities like the

fabric's hand.(14] It is important to realize that these

methods only describe a fabric's static qualities; they do

not give the user a description of the motion of the fabric

under the influence of external forces.

The efforts of the Rensselaer modelling group,

which are focused on dynamic modelling using a particle-

based method, are directed toward solving a unique

modelling problem that has never been approached in the

same manner.

The Rensselaer group is currently executing dynamic

simulations of fabric in free-fall and draping using a

50x50 resolution grid (see Figure 2). There is a good

correlation between their results and the empirical results

of draping experiments.

As the modelling effort continues to develop, it

will provide a database of information useful to the

grasping and manipulation work. One objective of their work

is to make an interactive module of the modelling program.

This would allow sensory input information to be translated

into useful manipulation parameters. For example, if the

orientation and configuration of wrinkles in a pant leg on

the press buck was provided to the model, it would be able

to return the location of the optimum manipulation points
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3.3 The Sensing Effort and Its Impact

on Grasping and Manipulation

The work of the sensing group has been directed

toward two areas. First, sensing the relative location of

the inseam and outseam and, second, locating and

characterizing wrinkles in a pant leg on the press buck.

Machine vision is used to gather information in both cases

(see Figures 3 and 4).

Future efforts will use additional sensors to

provide information on the location of the pants' cuff,

crotch, and excess material. Also, sensors will be used to

identify possible external error conditions, such as pants

improperly presented, or loss of air pressure to the

pneumatic components. Sensors will also identify internal

error conditions like a mechanism not operating as expected

or a faulty pressing cycle. The sensors will work in

conjunction with the modelling module to provide the

required information.

The grasping and manipulation devices will depend

heavily on sensors to recognize error conditions and

provide manipulation information. For example, a sensor

will be used to locate the pants crotch and allow the

transfer gripper to be positioned properly before

attempting to grasp the pants leg. Sensors will also

determine if the pants are grasp correctly before the
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3.4 The Intearation Effort and Its Impact

on Grasping and Maninulation

The integration effort is divided into two

sections. The sensors and vision cameras and the grasping

and manipulation mechanisms will be integrated by the

hardware integration group. This will ensure that the

mechanisms and sensors are compatible and provide the

optimum performance.

The software integration group is creating the

control protocol, hardware drivers, and the user interface

for the system. The overall control of the system is being

done using the robot controller in conjunction with a host

computer. For example, a robot program can be used to

control pneumatic signals to the hardware via the auxiliary

input/output ports. Stepper motors and DC servomotors can

also be controlled from a robot program by utilizing the

communication link between the robot controller and the

motor control cards in the host computer. The press is also

wired to the robot controller and can be controlled by the

host computer. This type of centralized control system is

either directly executing each command or is supervising

the secondary controllers and monitoring their performance.

Safety and robustness are optimized since each step in the

process is monitored directly by the host computer through

sensory information.
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The integration effort is perhaps the most

important part of a complex process control system. The

sequencing, synchronization, supervision, and error

response during every step in each process is critical to

the performance and quality of the entire system.
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CHAPTER 4

MECHANISM DESIGN

4.1 Design Theory and Analysis

An effective method for the structured design of a

complex process or component a is called the functional

analysis method.(15] A brainstorming approach was also

used by the Rensselaer team to generate design

alternatives. In Tables 1 and 2, the results of some of the

brainstorming session in given. Some of these ideas were

immediately chosen over others, but the important point is

that any idea, no matter how ridiculous, should be

considered.

The five types of grippers that can be used to

grasp and manipulate fabric should be considered. They are:

1. Friction - development of a frictional force

between the gripper surface and

fabric is required.

2. Puncture - the gripper penetrates the fabric to

develop holding forces.

3. Adhesive - chemical bonds create the attractive

force.

4. Vacuum - atmospheric pressure is used to

create a frictional force between

fabric and gripper and develops
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buoyancy.

5. Electrostatic - electrical potential creates an

attractive force.

The state of the art review conducted by the

Rensselaer team revealed that there are few commercially

available fabric grippers. And a study conducted by the

American Apparel Manufacturers Association showed that,

of 47 different limp fabric handling devices, only 3 are

currently in wide-spread commercial use.[16] These are:

1. Clupicker - a rotating wheel frictionally pulls

the fabric ply in between the wheel

and a finger.

2. Walton picker - saw toothed edges partially

puncture the fabric and then close

and clamp (see Figure 5).

3. Polytex or Littlewood Needle device - puncture

the fabric with needles at different

angles so the fabric can't slip

off.

These three devices are only for picking up a

single ply of fabric. In most applications they are used to

grasp and manipulate freshly cut parts from a stack. They

were not designed handling finished garments. However, an

application may exist for them where it may be necessary t

separate two adjacent plies of fabric.
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TASK PERFORY.ANCE PROCESS DESIGN
CRITERIA OPTIONS ALTERNATIVES

TRANSFER TO Adapted well >Transfer >Grab roller
PRESS for automated pants to alignment devices

handling, horizontal at each end of leg
simple path, press and remove at press
must not >Transfer >Multiple-handed
cause pants to gripper
wrinkles, vertical >Temporarily tack
must maintain press seam and use a
seam alignment simple gripper

WRINKLE Reliable, >Non-contact >Air-jet smoothing
DETECTION AND accurate, must >Light-line
ELIMINATION not disturb distortion det.

fabric >Wrinkle shadow
detection

>Contact >Rotary brush
>Multi-fingered hand
>Tactile probe
sensor

>Use a highly >Multiple handed
reliable gripper with
transfer tensioning and
device that some smoothing
presents capabilities
pants to
press with
acceptable
wrinkles

Table 2: Functional Analysis Worksheet (page 2)
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TASK PERFORMANCE PROCESS DES:G1,
CRITERIA OPTIONS ALTERNATPr'ES

PRESENTATION Adapted well Unit >Pants initially
TO AUTOMATED for automated Presentation loaded by operator
SYSTEM handling, >waist-end onto seam alignment

simplicity, down device
minimize the >waist-end >Pants loaded by
number of up operator onto a
manipulations >horizontal simple hanger that
required to is compatible with
move to seam the alignment
alignment device
station

SEAM High >Selvage >Vision -light
DETECTION repeatability, Detection & transmissibility

Accuracy Calculation >Mechanically -2
within + or - ply thickness
1/16 inch detection

>Direct Seam >Vision -ultraviolet
Detection reflective thread

-light transmission
through seam
-seam shadow
-use pre-drilled
holes or notches
as markers

>Mechanically -seam
detection mech.
using selvage fold
back & triple
thickness
detection

>Other -proximity
sensor and metal
thread

SEAM High >Cuff-end >Rollers inserted
ALIGNMENT Repeatability, into end of leg

No damage to
fabric >Waist-end >Rollers inserted

into waist end of
leg

>Long rollers thru
leg

>Slide plies
relative each other
other externally

Table 1: Functional Analysis Worksheet (page 1)
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Figure 5: The Walton Picker

The primary manipulation device currently in the

workcell is a GMF six-jointed anthropomorphic arm. The

flexibility in motion and the re-programmability of the

robot make it ideal for conducting this research effort.

A similar, but less costly, robot may be used in the final

prototype system. Or the necessary manipulations in the

final prototype may be performed by dedicated automated

devices. In either case, both robotics and automation are

ideal in situations where [177:

1. There exists hazardous working conditions.

This Page Shall Not be Duplicated 289



2. The lack on skilled workers requires de-skilling

the task.

3. The motion or task performed is highly

repetitive.

4. Quick response to new jobs is required (This

requires the re-programmability of robots).

4.2 Description of Prototypes

Each of the prototype devices is described verbally

as well as with pictures in the appropriate section.

Mechanical drawings of the devices are given in the

appendices.

4.2.1 Internal Seam Alignment Device

The internal seam alignment device was devised as a

solution to automating the alignment of the seams prior to

pressing. This alignment should be seam-on-seam at the cuff

end of the leg as well as at some specified point above the

knee (above this specified point the seams begin to

diverge). The exact point of divergence is determined by

the style and design of the pants. The tolerance on the

alignment is one eighth inch.

This device uses two cylindrical rollers that are

inserted into the cuff end of a pant leg (see Figure 6 and

Appendix 1). One of the rollers is actuated by a stepper

motor, the other is a follower (or idler). The idling
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roller is supported by a bearing biccL: th!at includes a set

of linear bearings mounted perpendicular to the roller

shaft. The linear bearings allow the idling roller to mcve

with respect to the stationary roller while maintaining the

same orientation. This linear degree of freedcm allows the

device to accommodate pants with cuff-end widths of up to

12 inches.

Figure 6: The internal Seam Alignment Device
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The slide is actuated by a pneumatic cylinder. The

air supply to the cylinder must be controlled to avoid

damaging the fabric or seam threads. This is accomplished

by a pressure regulator and volume flow controls. An

electronic solenoid valve in the air line is interfaced

with a digital output port in the robot. This valve can be

switched by a command from the teach pendant or from a

robot program.

The stepper motor is controlled by software and a

control card installed in the host computer. The resolution

of the motor is 200 steps per revolution. Since the roller

diameter is approximately 1.025 inches, and the motor

directly drives the roller shaft, the linear resolution is

.016 inch. Therefore, the accuracy of seam alignment is

limited to one sixty-fourth of an inch.

4.2.2 External Seam Alignment Device

A drawing of the exteinal seam alignment device is

shown in Appendix 2. This device was prototyped based on

the discovery that two adjacent fabric plies can be made to

slide relative to each other by using a frictional gripper

on the outside of each ply (see Figure 7). The most

important criterion that must be met is that the

coefficient of friction between the grippers and the fabric

be greater than the coefficient of friction between the two

This Page Shall Not be Duplicated 292



fabric plies. An efficient method of moving the fabric

plies was found to be rubber coated rollers. The rollers

have to be driven in the same rotational direction if no

net motion of the fabric is to be experienced. The rollers

should be driven with a si:gle actuator so that the

rotational speed and the starting and stopping of the

rollers will be synchronized. If each roller wa5 driven

independently a control system would have to be developed

to to ensure synchronization. A motor with a double ended

shaft is ideal as a single actuator, since no gearboxes are

necessary to split the rotary motion and drive each roller.

Figure 7: Relative Sliding of Adjacent Fabric Plies
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This device could be used in conjunction with the

internal seam alignment device. The internal seam alignment

device works well at the cuff end of the pant leg. There

are two reasons why it would not work well at the waist

end. First, the rollers would be difficult to insert into

the waist end and past pockets without human aid. Second,

the shape of the pant leg is diverging from the cuft end to

the waist end. This could cause the pant leg to walk off of

the rollers at the waist end of the leg. These problems can

be avoided by moving the seams relative to each other using

a method which is external to the pant leg. There would

have to be one of these devices on each side of the pant

leg to move the seams and maintain the stability of the

pant leg (see Figure 8).

The external seam alignment device can also be used

as a mechanism with which to tension the pant leg laterally

(perpendicular to the seam orientation). If the rollers are

restricted from rotating then a linear force can be

transferred through them to the pant leg. As will be

explained later, a lateral tensioning force is required

near the waist end of the leg in order for the transfer

gripper to grasp the pants without inducing wrinkles.
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Figure 8: External Seam Alignment Device Scenario

4.2.3 Mechanical Seam Detection Mechanism

The mechanical seam detection mechanism is shown in

Figure 9 and in Appendix 3. This prototype was developed as

a low cost and reliable method of locating a seam. The

change of the number of fabric plies at the seam is used

with a thickness measuring scheme to identify the location

of the seam.
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Figure 9: Mechanical Seam Detection Mechanism

The cuff end of the leg Is loaded into the device

as shown in Figure 10. The leg is then moved perpendicular

to the seam orientation. When the seam approaches the

detection apparatus the selvage is caught by one cf the two

selvage catches, depending on the direction of motion. (see

Figure 11). The caught selvage is flipped on tcp of the

selvage on the other side of the seam (see Figure 12). A

momentary contact switch is activatd _b the three fabric

plies as they pass between the base and the switches
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roller.

Figure 10: Pants Loaded into Mechanical Seam Detection
Mechanism

An earlier version of this device did not have

selvage catches cn the base. in zhis case, the double

thic;:ness of fabric at ,he sean was aonc to be measured

and the position of the seam was gC-ng to 'e fcund

indirectly be assuming that the seam .as one-naf of the

distance between the selvage beginnina and ending points.
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Tests showed that this method was inconsistent since the

selvage would randomly catch and be flipped by the base.

The selvage catches were employed to consistently catch and

flip the selvedge and the measurement scheme was changed.

Instead of measuring where the selvage begins and ends, the

microswitch is activated exactly where the seam is located

(see Figure 13). This measurement scheme is direct because

it requires nc additional calculations to locate the seam.

Figure 11: Seam Approaching Selvage Catch
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Figure 12: Seam Folded Back by Selvage Catch

Figure 13: Switch Activated at Seam Location
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Theoretically the seam detection mechanism would

have to be adjusted for different thicknesses of fabric.

However, in most cases adjustment is not needed. Since

three fabric plies are used to activate the switch, instead

of two, the device is less sensitive to changes in fabric

thickness. This was demonstrated by experiment and is

presented in Chapter 5.

4.2.4 Transfer Gripper

The transfer gripper is a two-handed single degree

of freedom end-effector that mounts on the tool face plate

of the robot (see Figure 14 and Appendix 4).

Figure 14: Transfer Gripper
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The left hand gripper is a pneumaticalIvj actuated

four bar linkage (see Figure 15). The lin'kace allows the

gripper to occupy less space when it is cne-. coc ared to

other7 kinematic linkages. TLhe mcticn of thne gripper fingers

resembles parallelogram motion, since the links are close

in dimension (see Appendix 4, items 8 and 9).

Figure 15: Left Hand of Trransfer c-ripper

The right hand gripper ;is a scisscrs --,,-e of

gripper, since it has a singo> '-,.clute -4cinz, E-see Figure

16). This gripper is alsc pneunatically 2uli A set of
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linear bearinas allows this gripper to move relative to the

left hand gripper. The single degree cf freeuom provided by

the slide s-erves two purposes. First, te nts can be

tensioned in the longitudinal direction (parallel to the

seam orientation). The tension keeps wrinkles from being

introduced into the pant leg during the transfer process.

Second, the slide is long enough so that the right hand

gripper can be entirely removed from the press buck. Thus,

while the pressing cycle is running the left hand gripper

can remain grasping the waist end of the pant leg near the

crotch while the right hand gripper is removed from the

press buck.

Figure 16: Right Hand of Transfer Gripper
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The sliding motion is actuated by a DC servomotor

and a ball screw assembly. A servomotor control card and

software installed in a PC allow the slide to be accurately

positioned. Limit switches mounted on the gripper base

indicate the end of motion limits of the slide. A third

limit switch provides a home position signal to the motor

control card. This is needed because a relative encoder is

used on the servomotor.

The air flow to the grippers is controlled by two

electric solenoid valves interfaced with the digital output

ports of the robct controller. In addition, the air flow

rate to the left hand gripper is restricted by port mounted

flow controls on the pneumatic cylinder. The air flow rate

to the left hand gripper must be restricted to avoid

damaging inertial forces while opening the fingers.

Both grippers have adhesive-backed foam rubber tape

as the interface between the gripper and the fabric.
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CHAPTER 5

TESTING AND RESULTS

5.1 Description of Testing Procedures

The testing procedures for each of the devices is

given in flowchart form. A short description at the

beginning of each sub-section is used to clarify the

testing conditions for each device.

The experiments were conducted using three pants of

different fabrics, waist sizes, and style. The fabric and

garment specifications for the selected pants are given in

Table 3. A variety of fabric types and garment sizes were

chosen for several reasons. First, it shows how a device's

accuracy and repeatability does or does not vary between

different fabric's and garment sizes. This will help to

define the useful working range of the device. Second, it

will indicate the adjustments and changes that may have to

be made to the device in order for it to work successfully

over a sufficient range of materials.

For the tests that required distance measurements,

a machinists scale with one thirty-second of an inch

graduations was used. This allows for a theoretical

measurement resolution of one sixty-fourth of an inch on

either side of the measured value.
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5.1.1 Internal Seam Alignment Device

The internal seam alignment device was tested for

accuracy, repeatability, and pant leg walking. The accuracy

test was used to determine if the seams moved the amount

they were expected to move based on knowing the number of

steps the motor rotated. The procedure used to test the

accuracy of the internal seam alignment device is given in

Figure 17.

The repeatability test determined whether the seam

would return to its starting position if the motor was

commanded to rotate clockwise 300 steps and then counter-

clockwise 300 steps. The "zest procedure is shown in Figure

18. The repeatability is perhaps the most important

performance parameter of this device. In most mechanical

devices, if the accuracy is less than required it will most

likely be an amount that remains unchanged or slowly

degrades as the device wears. Thus, this constant amount

can be accounted for in the design of other components in

the device or in the control system. However, if the

accuracy ot the device varies randomly (its repeatability

is low) then the accuracy offset cannot be corrected, since

its value is not known.
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ISet S = 2
,S = # of fabric

samples

I

Set R = 3 Testing complete
R = # of test on current sample
runs S = S - 1

Load current sample NO
onto seam alignment Does
device 0

YES
Align inseam marker I
accurately w.r.t datum Testing complete

1~Move seam 300 steps

IMeasure distance
between datum and
inseam marker

I

Compare actual
distance moved to
calculated distance

I

Test run complete
R = R - 1

NO Does YES
R = 0

Figure 17: Accuracy Testing Procedure
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2et S =2
c f fatric

samples

et R = 3 ITestinc conplete

S= : of test -ion current sanple
runs iS = S - 1

Load current sample 140

unto seam alignment Does
ullS = 0

[device /

IYES
Align seam marker cn
one side accurate!y ITesting complete
. r~. datum

Move seam 300 left
300 steps (4.e3
inches)

Move seam rziht
300 steps (4.E3
inches)

Measure distance
between datum and
seam marker

Test run complete
R = R - 1

SR 0Does YES
R o = 0

Figure 18: Repeatability Testing Procedure
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The walking of the pants as they are suspended from

the internal seam alignment device was also investigated.

The pants have a tendency to move down the rollers as the

rollers are rotating due to the effect of gravity. The

phenomena of walking should be differentiated from

slippage.

Consider the situation shown in Figure 19. If the

rollers are in a vertical orientation the material will

experience a gravitational force proportional to its weight

in the downward direction. If the material is rigid it

experiences little deformation for a given load and the

only way the material can move relative to the rollers is

by slipping. If the material is flexible, as is fabric,

then the vertical force can deflect the material in between

the rollers (Figure 20). When this deflected portion reachs

the roller it is simply maintained at its same vertical

position (Figure 21). As rotation continues the material

proceeds to walk down the roller and will eventually leave

the roller.

The experimental procedure used to determine the

amount of walking for two different pants is shown in

Ficire 22.
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Figure 19: A Rigid Material on Vertical Rollers

Figure 20: A Flexible Material on Vertical Rollers

Figure 21: Flexible Material Walking Phenomena
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Set S = 2
S = # of
material samples

NO Does
Load current sample S = 0
onto seam aligner < >

I YES

Align seam marker ITesting complete
at left hand roller

Measure distance
between reference
line on pant leg
datum

Move seam approx. 1300
steps until seam is
again at left hand
roller

Measure distance
between reference
line on pant leg
and datum

Testing complete

on current sample
S = S - 1

Figure 22: Walking Testing Procedure
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5.1.2 External Seam Alignment Device

No formal testing was conducted with the external

seam alignment device. However, prototype was tested

informally by observing the response of several fabrics as

the rubber rollers were manually actuated. Several useful

obervations were made as a result of this testing. The

results of the informal tests are given in section 5.2.2.

5.1.3 Mechanical Seam Detection Mechanism

The mechanical seam detection prototype was tested

with the four different fabrics given in Table 4, using the

procedure described in Figure 23. The pants were manually

moved through the mechanism.

FABRIC THICKNESS CUFF SELVAGE WIDTH BLEND
(inches) (inches)

A .012 YES 7/8 POLY/WOOL

B .012 "IO 15/16 POLY/WOOL

C .014 NO 15/16 POLY/WOOL

D .021 NO 1 100% WOOL

Table 4: Fabric Specifications for the Mechanical Seam
Detection Experiments
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S =4
S = 4 of fabric

samples

Load current sample
into seam detection
mechanism

I
Move seam past
switch

I

Observe if seam
was sensed

4
Note condition of
selvage after
several test runs

I
[Test another seam
on the same sample

I
Testing complete on
current sample
S=S -1

NO Does YES Testing
0 complete

Figure 23: Mechanical Seam Detection Testing Procedure
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5.1.4 Transfer Gripper

The transfer gripper was tested with three

different pants since it was expected that the performance

of this device would be the most effected by changes in the

fabric or garment specifications. A stationary reference,

or datum, was used to determine the relative locations of

the seams both before and after the transfer of the pants

to the press. In some cases the seams were not perfectly

aligned before transfer. This is inconsequential since the

objective of the experimental was to determine if the seam

alignment changed during the grasping and transfer process.

A small amount of tension was applied to the pants

immediately after they were grasp and before transfer to

the press started. The tension was applied by moving the

right-hand gripper an additional .30 inch after the

grippers were closed. This kept wrinkles from forming in

the pant leg during transfer.

The testing procedure is given in Figure 24. The

robot program code used during the testing of the transfer

gripper is given in Figures 25 and 26.
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Set S = 3 Release right hand
S = # of fabric gripper, engage
samples tensioning bar, and

slide right hand
__gripper off of buck

Set R = 3

R = W of test runs
I Measure distance

between seam marker
and datum at both

Load current sample ends of pant leg
onto seam alignerI I

Characterize
Align seam at cuff condition of leg
end of pants

II
Test run complete

Align seam at waist R = R - 1
end of pants and
secure

NO Does
Measure distance R =0
from cuff end <
seam marker to
datum YES

Testing complete
on current sample

Measure distance from S = S - 1
waist end seam marker
to datum

NO Does
Execute robot < S = 0
program and transfer
pants to press

YESI
I Testing complete

Apply buck vacuum

Figure 24: Transfer Gripper Testing Procedure
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P7rcoram rs

-TRANSFER GRIPPER TESTING PROGRAM

-- nitialliation

var
clear _roll near _roll.~h-do: .roon~eo~rppsto
intermed.at l .internediat2clearpress.abovepress.aoovepress2:position

oeqin
sufr ame=Sni jp
TuvtooI=sni Ip
$termty-pe=nodecel
smotype=joi ni
sspeec= 3OO

-- set all outputs to the default. qrjppers open and roll-align tensioned

dout (1)=off
oout(2) =Off
dout (3)=off

-move clear of roll-align and press

move to intermediat2
move to intermediat'.

-- move to point clearroll, just clear of roll-align

move to clear-roll

-move close to Pants, then behind them to approach gripping position

move to near-_roll
smotype~ linear
move to benind_gripp

-- move to gripping Position, then actuate grippers

stermtype=f I ne
SsPeed=1 50
move to grippoint.
delay !500
dout (12 on
dout (22 =on

-- Pause to tension slide

Pause

-- release Pants from roll-align

delay !000
dout ' 33 =on

-- move Pants down to clear roll-align

move to below _;-p

-- 6*.rst clear roll-align. tnen continue transfer to press

1termtype~nodece 1

Figure 25: GMF Robot Transfer Testing Program. (page 1)
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move to clearroll
$motype=.ioint
move to intermediati
move to intermediat2
move to clearpress

-- approach to Press, first move above release point. then descend
-- in two steps

Sspeed=250
smotype=linear
move to above press
move to above press2
stermtype=fine
move to releasepnt

-- Pause to apply buck vacuum

Pause

-- open right-hand gripper

dout [2. =off

-- pause to engage tension bar and slide right gripper off of buck

pause

-- move away from press to safely restart cycle

move to abovepress2
move to abovepress
Sspeeo=300
Sterrntype=nodecel
move to clearpress
smotype=joint
move to intermediat2
dout [2J =off

-- end program

end grjsp

Figure 26: GMF Robot Transfer Testing Program (page 2)
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5.2 Experimental Results

The results of each of the experiments performed

are given in tabular form in this section, with the

exception of the results of the informal testing of the

external seam alignment device. The raw data is given as

well as the derived data. The results will be discussed in

Chapter 6.

5.2.1 Internal Seam Alignment Device

The results of the accuracy, repeatability, and

walking tests for the internal seam alignment device are

given in Tables 5, 6, and 7, respectively.

5.2.2 External Seam Alignment Device

The external seam alignment prototype was tested on

a variety of fabrics with both polyurethane rollers and

rubber rollers. Both of these interfacial materials

provided excellent frictional gripping of the fabrics. The

clamping force that holds the rollers against the fabric

was provided by a spring and was very small (about a

pound). Even with this small normal force the frictional

force was great enough so that no fabric slippage was

experienced between the rollers and the fabric.
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BEFORE MOVEMENT AFTER MOVEMENT

NUMBER

FABRIC OF STEPS DISTANCE
MEASUREMENT MEASUREMENT TRAVELED/ WALKED
FROM MARKER FROM MARKER INCHES (inches)
TO DATUM(in.) TO DATUM(in) TRAVELED

1270/
1 1.00 1.78 20.50 .78

1450/
2 1.25 1.75 23.35 .50

Table 7: Results of Internal Seam Alignment Device Walking
Tests

5.2.3 Mechanical Seam Detection Mechanism

The results of the mechanical seam detection

experiments are given in Table 8.

FABRIC OF NUMBER OF NUMBER OF
TEST RUNS SUCCESSFUL FAILURES

DETECTIONS

A 40 36 4

B 45 42 3

C 56 55 1

D 43 40 3

TOTALS 184 173 11

Table 8: Results of Mechanical Seam Detection Mechanism
Tests
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5.2.4 Transfer Gripper

The raw data of the tzansftr gripper tests are

given in Tables 9, 10, and 11. The derived results are

given in Table 12. It should be noted that none of the

pants used in testing had previously been pressrd.
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AVERAGE SEAM MOVEMENT
FABRIC
NUMBER CUFF END WAIST END

(INCHES) (INCHES)

1 .07 .03

2 .12 .04

3 .12 .04

Table 12: Average Seam Movement during Pants Transfer
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CHAPTER 6

DISCUSSION AND CONCLUSIONS

The test results indicate that future efforts in

this area should concentrate on several areas. The first

area is seam alignment at the waist. The informal testing

done on the external seam alignment device has shown

promising results. The prototypes should be further

developed to allow pneumatic opening and closing and

sliding of the two device for lateral tensioning of the

leg. Pneumatic cylinders would provide a cost effective and

simple method of closely controlling the clamping force of

the rollers. It is necessary to control this force, so a

variety of fabrics and their associated frictional

characteristics can be accomodated.

The tests on the transfer gripper also showed some

room for improvement. The fact that the seam alignment is

not maintained to a sufficient degree of accuracy warrants

further development effort. It should be noted that the

largest change in seam alignment occurs at the cuff end of

the pant leg (see Table 12). Observations during testing

indicate that the source of the problem may be in the

design of the gripper mechanism. The distortion in the leg

as the gripper is closed seems to be caused by the fact

that the side of the leg closest to the gripper is
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experiencing clamping forces before the side of the leg

farthest from the gripper. This is due to the nature of the

scissors type clamping geometry. A semi-parallel gripper

like is used at the waist area may be a solution.

It was also noticed during the course of testing

that the lateral tension (perpendicular to the seam

orientation) on the leg was a critical factor in

determining if the leg could be laid on the press

relatively wrinkle free. If this tension was not sufficient

or incorrectly oriented the fullness in the leg near the

waist area would bunch up as the gripper closed.

The typical tranfer process starts with grasping

the pant leg on the seam alignment device as shown in

Figure 27. Then longitudinal tension is applied with the

servomotor and the cuff end of the leg is released from the

seam alignment device. The robot then guides the gripper to

the press. Note that in Figure 29, the extreme cuff end of

the leg is free to droop over the right hand gripper. The

path of the robot has been programmed to aid in reducing

wrinkles caused by this dangling end. This is done by

positioning the gripper at a position farther to the right

of its releasing point and then moving the leg to the left

as it descends to the buck (see Figure 30). The typical

cotton pant leg after transfer is shown in Figure 33.

A sequence of the transfer is shown in Figures 27 through
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32.

I-AR

Figure 27: Grasping the Pant Leg at the Seam Alignment
Station

Figure 28: Pants Beginning the Transfer Process
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Figure 29: Pants Approaching Press

Figure 30: Pants Laid on Press Buck
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Figure 31: Pant on Buck with the Tensioning Bar is Engaged

,-7

Figure 32: Pants on Buck with the RaInh Han" - ripper
Removed

This Page Shall Not be Duplicated 331



Figure 33: Typical Cotton Pants Lay-up

During the testing procedures no single wrinkle

could be identified as being too large that it would be

pressed into the leg. All of the wrinkles characterized in

Tables 9, 10, and 11 were located in the top ply of the

leg. Wrinkles in the bottom ply are almcst certain to be

pressed into the leg. Further research should be conducted

to determine what sizes and number of wrinkles are

acceptable in various fabrics, foe pressing is

initiated, and not be pressed in.

Based on the quality cf the transfer process it is

believed that more than two gr: 'oers are not needed to
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grasp and manipulate the leg. The longitudinal tension

applied to the leg kept the fabric from drooping in between

the grippers. However, it may be advantageous to provide

some means of support to the extreme cuff end of the leg.

The results of the internal seam alignment tests

show that this is an acceptable solution to the seam

alignment problem. Even though the accuracy is not a good

as expected, the repeatability is very high. The accuracy

of the movement seemed to be dependent on the amount of

walking of the leg (see Tables 5 and 7). The walking of the

pant leg can be controlled by a finger oriented in such a

way as to force the fabric upward as the pants move.

The seam detection mechanism has a 94% success rate

in reliably detecting the seam. The probable sources of

most of the failures were identified during testing. First,

as with the transfer gripper, it is important that proper

lateral tension be utilized. If the lateral tension in the

fabric was not sufficient the selvage would ride over the

selvage catch and not be flipped. This caused the switch to

be activated before the seam reached it. If the detection

mechanism was an integral part of the internal seam

alignment device then the tension would be consistent and

controllable. Second, the quality of the switch should be

improved. It was noted in several cases that the switch got

bound in its "on" position by small movements of the fabric
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parallel to the switches roller axis.

There are many problems that must be overcome to

successfully grasp and manipulate pants in the pressing

operation. Perhaps the most challenging problems arise from

fabric's handling characteristics. The work at Draper

Laboratories, in developing the automated suit-coat sleeve

sewing machine, revealed many of these problems.[18] Many

of the same problems were encountered at Daimler Benz in

Germany when trying to automate the process of inserting

flexible insulating material into cars.[19]

1. The manipulation of fabric parts requires the

use of multiple gripping points.

2. Fabric buckles under its own weight.

3. Excessive manipulation can cause wrinkles.

4. The low rigidity of fabric practically

eliminates the application of force feedback or

contact sensors.

5. The mechanical properties of fabric, like its

stiffness and coefficient of friction, vary from

part to part and may even vary across a single

part.

6. Mechanical properties are dependent upon

environmental conditions like humidity and are

time-dependent.

7. Precise alignment can be spoiled by residual
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stresses in the part.

8. Usually it is inefficient to attempt to

duplicate human manipulation motions, although

much can be learned from them.

The steps that were taken to counteract these

problems were:

1. Gated vacuum tables were used to hold sections

of the part from moving while the remainder of

the part was being manipulated.

2. A flexible gripper was needed to accomodate

various part shapes.

3. Air jets were used for non-contact manipulation.

4. Creasing bars and auxiliary manipulation devices

were used when standard gripping is not

sufficient in itself.

5. Non-contact sensing was used when the part could

not be disturbed.

6. Sensors were used to determine if grasping and

manipulation occurred correctly. If not, then

the gripper and manipulation path are adjusted

and the sequence is tried again.

7. Use a unique trajectory for manipulating parts

made of different fabrics. This helps to account

for the mechanical property variations from

fabric to fabric.
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Other problems exist because of the nature of the

apparel industries' manufacturing methods, the existing

workforce, and their traditional attitudes:

1. Part geometries vary considerably because

tolerances build-up from previous operation- or

the operations themselves are inconsistent.

2. A simple user interface and simplicity of

operation are needed to allow for untechnical

operators. Ease of maintainance is critical.

Most apparel manufacturers do not have

n:aintainance technicians experienced with high-

technology machinery. Off-the-shelf components

should be used to allow for quick repair times.

3. There exist few quantitative measures of

performance with which to judge your system.

4. The financial philosophies of the apparel

industry must be reprogrammed to accept longer

payback periods and larger initial capital

investments.
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30 ;PN. ":'-L', /BD x 5/8L

29 ALUMINUM 1/4 X 1 1/2 X 2 1/4 1

28 SCREw' S:10-24 UNC X 3/4L FLAT HEAD 8

27 ALUMINUM 3/!6 XI 11/2 X 3 "

I 26 IRUE:ER ROLLER 1/4 ID X 7/8 DD X 3/8 FACEI 2

1 25 iBEARING 1/8 ID X 3/8 OD X 0.156 W 4

24 INEEDLE BEARING B-24 2
I 23 :SPACER, ALUMINUM 1/2ID X 7/8OD X /Sw 2

122 JINTERNAL RET. RING 1/21D X 7/60D 4

2 LINEAR BEARING 1/21D X 7/BD X I 1/4L 1 4

20 1STEEL '/2D X 31L 2t 19 !SCREW P6-32 UNC X 3/8 L SET 4

.8 iSCREW #10-24 UNC X 1/2L FLAT HEAD 9
17 -10-24 UNC X 2L SHCS 8

16 1#10-24 UNC X 1 1/4L SHCS 1-3
.5 '6-3m2 UNO X 1/4L SHCS 8

14 !BALL BEARING 3/161D X 3/SOD X I/8W18

'3 VASHER STEEL 0.2671D X 1/40D X 0,02OTH B

12 iSHIM, STEEL 3/161D X 1/40D X 0.010TH 16

11 !SHAFT, STEEL 3/161 X 7/8L 4

10 ISPACER, ALUMINUM 3/8GD X 3/161D X '/4W 4

9 ISEMI-PARALLEL GRIPPER LINK I 2

1.188 C-C DISTAN E 3/8W X 3/16TH

8 !SEM!-PARALLEL GRIPPER LINK 2
l1.483 C-C DISTANCE 3/8W X 3/16TH

7 1 ALUMINUM 1/2 X 1/2 X 4 1i

I STATIONARY, SEMI-PARALLEL GRIPPE7R TOP 1I

i!ALUMINUM 1/2 X I X 22 I
5 'SATIONARY, SEMI--ARALLEL GRIPPER BOTTOM

IA'UMINUM 1/2 X I X 23

I4 -TRANSLATING CONTOURED SCISSORS GRIP0 ER J 1

:ALUMINUM 3/16 X 1 1/2 X 21

3 OCCNTOUREG GRIPPER BEARING BLOCK 1
ALUMINUM 2 X 3 X 4

2 IGJ:DE SHA='T SUPPORT END BRACKETS 2 IA
ALUMINUM 3/4 X 4 X 2

3R BASE, ALUMINUM ./4 X 4 X :8
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List of Theses Pending

The following is a list of master's and PhD theses that will result from the
Automated Handling of Garments for Pressing project:

Master's Theses

Richard Heines, MechE - title to be determined, to be completed
December 1991.

PhD Theses

Cliff Lansil, MechE - "The Automated Handling of Cloth Using Robots", to be
completed June 1992.

Tiehua Cao, ECSE - "An Object-Oriented Environment for Robotic Workstation
Planning", to be completed December 1992.

Dave Breen, ECSE - title to be determined, to be completed June 1992

This Page Shall Not be Duplicated 347


